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ABSTRACT

A critical problem facing data collection in structural health monitoring, for instance via sensor networks, is how
to extract the main components and useful features for damage detection. A structural dynamic measurement is
more often a complex time-varying process and therefore, is prone to dynamic changes in time-frequency con-
tents. To extract the signal components and capture the useful features associated with damage from such non-
stationary signals, a technique that combines the time and frequency analysis and shows the signal evolution in
both time and frequency is required. Wavelet analyses have proven to be a viable and effective tool in this regard.
Wavelet transform (WT) can analyze different signal components and then comparing the characteristics of each
signal with a resolution matched to its scale. However, the challenge is the selection of a proper wavelet since
various wavelets with varied properties that are to analyze the same data may result in different results. This arti-
cle presents a study on how to carry out a comparative analysis based on analytic wavelet scalograms, using struc-
tural dynamic acceleration responses, to evaluate the effectiveness of various wavelets for damage detection in civil
structures. The scalogram’s informative time-frequency regions are examined to analyze the variation of wavelet
coefficients and show how the frequency content of a signal changes over time to detect transient events due to
damage. Subsequently, damage-induced changes are tracked with time-frequency representations. Towards this
aim, energy distribution and sharing information are investigated. The undamaged and damaged simulated com-
parative results of a structure reveal that the damaged structure were shifted from the undamaged structure. Also,
the Bump wavelet shows the best results than the others.
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1 Introduction

Structures may collapse due to destructive man-made or natural hazards and events. Even if a structure
can resist, and survive the destructive wave propagation during a disastrous event and does not necessarily
collapse, the induced vibrations may likely cause an unknown level of damage. Therefore, a structural
evaluation is necessary to diagnose the health of the structure. The critical stage in any structural
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evaluation is to process the measured responses [1]. At this point, the measured signals are analyzed to
extract specific characteristics, such as modal parameters, or to directly create a model that matches the
data, as in the case of system identification. In SHM applications, signal processing techniques can
address various issues, tasks, and analysis methods, such as (i) Data acquisition and measurements, (ii)
Data pre-processing, (iii) Signal feature analysis, (iv) Pattern recognition and machine learning [2,3] (v)
Reliability analysis, (vi) Uncertainties, and (vii) Data fusion [4]. Most strategies in SHM depend on
various measurements such as vibration acceleration [5,6], displacement, strain, or temperature, through
signal processing, and electrostatic signal [7,8]. Thus, signal processing is the main component in SHM
and a critical step toward an integrated intelligent system design [9,10]. Wavelet analysis, among other
signal analysis tools, has proven to be a robust technique for non-stationary signal analysis due to its
ability to localize in time and frequency domains [11,12]. An attractive aspect of wavelet transform is that
it can be dilated across various widths to capture different frequencies. Multiple studies have used various
WT in other applications to analyze various real-world signals to detect structural damage [9]. A wide
range of wavelet functions have been reported in the literature; however, to the best of the authors’
knowledge, very limited discussions or strategies have been presented in the literature on how to choose
the best wavelet for a specific task. The most commonly used approach has been to select a wavelet
matched to the analyzed signal and subsequently try several wavelets via this approach. The wavelet
function must be square-integrable and have no energy at zero frequency (bandpass). For an overview of
wavelets and their applications, please see [13,14].

Both discrete WT and continuous WT have been used for vibration monitoring. However, the main issue
in using WT is how to choose the wavelet parameters for a specific task. Selecting the right wavelet is an
essential requirement in the wavelet analysis of a given signal. An appropriate mother wavelet displays
the wavelet ability in de-noising, signal retaining, and feature extraction and improves the de-noised
signal’s frequency spectrum [15-17].

Over the last two decades various studies have been conducted using multiple quantitative measures, that
are essential, to select optimum wavelets; such as correlation index, variance, maximum energy, and entropy
[18-21]. However, in some literature associated with this topic, it is erroneously assumed that any wavelet
function and type is valid for any data and any application. Currently, there is no general guidelines, or
universally applicable criterion, for the wavelet choice that caters to all applications. Despite the lack of any
widely accepted set of rules, various wavelets have been used for damage detection, and their efficiency has
been evaluated [22-25]. One criticism about using wavelet analyses in the structural application has been
the random and ah-hoc approach used for selecting the mother wavelet. Most studies reported in the
literature have focused on the similarity between signal and mother wavelet, although the similarity is not
the proper function for all wavelet-based signal processing applications.

Overall, a structure’s dynamic responses are due to disturbances caused by operational and
environmental conditions. In general, high-frequency events often have a shorter duration, while low-
frequency events have a more extended period. Thus, a robust time-frequency technique to analyze how
the frequency content of signal changes over time is necessary.

In summary, since WT application for the response analysis of different structures has been limited to
using theoretical and ad-hoc measures for choosing the right type and optimum wavelets, researchers,
have not introduced any explicit criteria for selecting the appropriate type and mother wavelets.
Therefore, the main goal of the research presented in this paper is to choose the proper wavelet type and
mother wavelet for time-frequency analysis of structural dynamic responses. Subsequently, the
acceleration responses and their wavelet scalograms are used to show the most informative time-
frequency regions to detect the location and the occurrence time of the damage qualitatively. The
proposed strategy considers wavelet type, data characteristics, and objective measures to select the proper
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wavelet type suitable for different structural damage detection applications. Finally, the scalogram’s
informative time-frequency regions are examined to analyze the wavelet coefficient variation and to show
how the frequency content of a signal changes over time, in order to detect the transient events due to
damage qualitatively. Although herein, the CWT description is the main focus, the potential advantages
of DWT have also been investigated to show the CWT’s ability compared with other types.

This paper is organized as follows. Section 2 shows the variations between continuous and discrete
wavelet. Section 3 describes the wavelet choice strategy and guideline. Section 4 describes Time-
Frequency Analysis using CWT. Section 5 describes the numerical analysis studies that have been
conducted. Finally, Section 6 presents the results, discussions, and conclusions of this study.

2 Continuous vs. Discrete Wavelet Transform

There are various types of wavelet analysis, classified as DWT and CWT [26]. For a successful and
effective signal processing analysis using WT, it is necessary to recognize the differences between them.
Historically, CWT was developed and introduced in the literature before DWT, and it was mainly used as
an alternative for the Fourier transform. CWT is a function of analog filtering, similar to DWT, with low
and high-pass filtering at various scales. However, the filtering functions are done on the input in parallel,
as a filter bank, with high and low pass functions combined into a single bandpass function. The various
scales are understood as neighboring bands in the frequency domain, increasing the bandwidth
corresponding to the band center frequency. Thus, CWT is characterized as a constant-Q filter bank.
DWT gives an equivalent result, starting with a block of discrete data and carrying out sequential filtering
of high and low frequencies. Filtering is repeated at the low-frequency output as in normal DWT and
repeated at the low and high-frequency output as in discrete packet transform (PWT) generated from
DWT to transmit a signal in a series of steps known as scaling. Each scaling divides the current interval’s
frequency space in half, doubling the time interval, hence, preserving a constant time-frequency product.

In contrast, CWT divides the signal into a set of frequency bands of a logarithmic scale, passing it
through a series of bandpass filters with a constant Q bandpass filter. Both CWT and DWT are filter
banks, although CWT takes a more intuitive form of a physical filter with a transfer function in the time
and frequency domains. DWT filters are wisely formulated mathematical models whose transfer functions
are recursive. Due to limitations in the DWT specification, all DWT filters have compact support. DWT is
limited in time and frequency and has been proven that it cannot be applied through physical filters in the
continuous-time domain. Being physically achievable, CWT cannot achieve ideal compact support.
Instead, similar to the way elliptical filters, such as Chebyshev and Butterworth, are generated, CWT
functions are created to achieve maximum compactness according to specific criteria. Both CWT and
DWT are decimated, and non-decimated versions, and the significant difference between them is how the
scale parameter is discretized. The scale values define to which degree the wavelet can be stretched or
compressed. The low-scale values compress the wavelet and correlate better with the high-frequency
content of the signal. The low-scale components of CWT represent the accurate fine-scale characteristics
of the analyzed signal. High scale values stretch the wavelet function and better correlate with the low-
frequency components. The high-scale components of CWT represent the rough coarse-scale
characteristics of the analyzed signal. For the detailed application of various types of wavelets in civil
engineering, readers can refer to [27].

2.1 Wavelet Discretization

Concerning wavelet implementation, DWT and CWT vary according to how the set of scales or
frequencies (wavelet width) are selected. CWT discretizes finer scales than DWT, however, DWT is
easier to implement. In CWT, exponential scales are usually used with a base smaller than 2 to obtain
different scales; for instance, 2j/v where v is an integer > 1 and is the number of voices per octave, and
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j=1,2,3... The discretized wavelet for CWT is expressed as:
1 t—k
Pjx (1) = md’(w) (1)

where 230 = s, ak = 1. The typical values for v are 10, 12, 14, 16, and 32. The larger the v, the more
accurate the discretization of the scale s will be. However, this increases the computation cost since CWT
is computed for each scale. CWT correlates a signal with the following scaled-shifted version base
wavelet v (t):

1 t—1
ws,r (Z) - \/El//< s > (2)

If w(?) is centered at ¢ = 0 with time support [-7/2, 7/2], the y, . (¢) is centered at # = u with time support
[-sT/2+u, sT/2+u]. CWT shows how closely correlated are the wavelet and analyzed function in the time
interval, which is defined by the wavelet’s support. Data is broken down into varied base wavelet and is
presented as an integral of scaled and shifted wavelets. The coefficients are represented by two-
dimensional as:

We = % / x(e).y7 () s 3)

By changing the scaling s, we can see how the wavelet corresponds to the signal from one scale to the
next, whereas changing the translation t from y (z) shows how the nature of the signal changes with time. In
the DWT, the scale s is discretized to integer powers of two, 2, where j=1,2,3..., so that the number of
voices per octave is always 1. This is a much coarser scale sampling than the one for CWT. In decimated
DWT, the shift is relative to the scale. On the scale, 2/, you move by Ym. In non-decimated DWT, the
scale s is restricted to powers of two, but the translation m is an integer as in the CWT. The discretized
wavelet for the DWT is expressed as:

1 1 .
. — = — i
i (0 = (5 0 2im) ) @
The discretized wavelet for the non-decimated DWT is defined as:
1 n—m
L"'j,m (t) - ﬁ\p< 2i ) (5)

It should be noted that the decimated and non-decimated DWT vary in how they discretize the shift
parameter. The decimated DWT is translated by 2/m while non-decimated DWT by integer shifts m. It
should be remembered that the physical interpretation of the scales for DWT and CWT requires the
integration of the signal sampling rate if it is not equal to one. For instance, suppose you use CWT and
set your base to so = 2" 12_. In order to assign physical significance to this scale, it should be multiplied by
the sampling step Az as s{,.At, so a scale vector covering roughly four octaves with Az where j = 1, 2...
48. For DWT, the base scale is always 2. These variances in the scale and shift discretization approaches
have cons and pros for both WT and determine where the one type can provide excellent results. The
DWT is expressed as:

Wi =273 " x(0)p (27t — k) (6)

DWT provides a sparse representation, and the critical characteristics of signals are taken by a subset of the
DWT coefficients, which is smaller than the analyzed signal. Thus, the signal is compressed. The coefficient
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number is the same as the original signal, but most coefficients can be close to zero. So, you can often eliminate
these coefficients though de-noising the signal. Using CWT, from N data samples, an M by N matrix of
coefficients is obtained, where M is the scale number. CWT is a redundant conversion but has the same
time resolution as the original data in each frequency band. There is an overlap between wavelets at each
scale and the scales. The computing resources and time needed to perform CWT analysis and store the
coefficients are more extensive than DWT. A non-decimated WT is also redundant, but the redundancy
coefficient is usually much lower than the one for CWT because the scale parameter is not discretized so
finely. For the non-decimated DWT, from N samples, an L+ /-by-N matrix of coefficients can be obtained,
where L is the decomposition level. The DWT discretization ensures orthonormal transform, which is useful
in multiresolution analysis and de-noising beside others. Neither the non-decimated DWT nor the CWT is
orthonormal transforms. Due to downsampling, DWT is not shift-invariant, but CWT and non-decimated
DWT are. In DWT, the wavelet expression is not required because the filters are sufficient, while in the
CWT, those expressions are needed. The non-decimated DWT offers a redundant representation but not
similar to CWT. Thus, the application is influenced by wavelet choice and which type of wavelet to be used.

2.2 Wavelet Application

For wavelet application in different structures, CWT is the ideal candidate for time-frequency analysis [28].
For that reason, it is usually selected in most tasks, for instance, to localize the transients in the signal or for
other applications such as characterizing oscillatory behavior, singular detection, detecting discontinuities in
higher derivatives, identifying breakdown points, and self-similarity [29]. Multiresolution analysis through
DWT has good energy compactification and sparse representation. The orthogonal DWT can result in a
perfect recovered signal, while CWT often can not provide a perfect recovered signal because it is a much
less stable numerical operation. However, to localize transients or characterize oscillatory behavior, CWT
gives a better result compared with DWT [30], and the plots obtained with CWT are easier to interpret than
those obtained with the DWT [31]. Based on the above discussion, both continuous and multiresolution
analysis must be used to analyze dynamic measurements in structural analysis applications. Fig. 1 shows
the comparison between CWT and DWT absolute coefficients. CWT shows better results than DWT due to
finer scales, resulting in higher-fidelity signal analysis. Fig. 2 shows the type of wavelet, wavelet
application, and challenges in using wavelet analysis for non-stationary structural dynamic measurements.
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Figure 1: Comparison between CWT and DWT absolute coefficients
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Wavelet for Non-Stationary structural dynamic measurements
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Figure 2: Type of wavelet, wavelet application and challenges in using wavelet analysis for non-stationary
structural dynamic measurements

2.3 Wavelet Analysis in Damage Detection

Measured responses can be treated as spatially distributed input signals, and their wavelet transform can
be computed [32]. CWT is a robust tool for analyzing non-stationary data in the time-frequency domain and
somewhat differing from the short Fourier transform (STFT) that allows precise localization on the frequency
components’ time axis of the analyzed signals. It allows for accurate scale plane decomposition, but the
scaled translated versions of the base wavelet do not have orthogonality characteristics. Whenever this
characteristic is essential, it may be useful to resort to orthogonal bases. As for application, CWT is the
ideal candidate for damage detection based signal analysis due to its finer resolution [22] and is usually
chosen in most tasks (e.g., abrupt changes and singularity detection). DWT is of more interest in the
context of fast non-redundant transforms so that a continuous scale can be changed to a varying scale
limited to dyadic sequence (s = 2/). This leads to the advantages of DWT which include reduction in
computations cost and memory requirements. DWT is mainly suitable for eliminating noise and
compressing the signal. However, in the case of determining the damage location in structures, higher
scales are required. Thus, the DWT’s applicability for damage detection is limited and has two drawbacks
for using in damage detection. The first one is the length of the wavelet coefficient vector decreases by
half of its initial size at each scale level j. The second one is the fact that the scale is limited by the
dyadic sequence (s = 2). Thus, comparing s = 64 and s = 128, there is a large gap in the wavelet
resolution, and valuable information may be lost. This shortcoming can be described as trying to find
cracks on a wall at night by using only a low-intensity light source, such as a torch. If the light is
directed at one part of the wall, then turned off, and subsequently moved to another position, some of the
cracks may be lost, or the crack will not be detected. But at least if the light continually moves along the
wall, damages can be detected. Thus, the computation time cannot be limited in this case, and the
application of the continuous scales is recommended [33]. It has been demonstrated that CWT can
show/capture the signal frequency content with finer accuracy and much more details, in contrast to DWT
or Fourier analysis. Moreover, CWT also has the same time resolution as the analyzed data in each
frequency band. Therefore, CWT is the appropriate candidate for time-frequency analysis and is usually
selected in most tasks such as localizing transients in the signal or characterizing oscillatory behavior and
singularity detection.
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3 Wavelet Selection Guidelines and Criteria

Based on the above discussion, and depending on what we want to do with the dynamic response
measurements, as illustrated in Fig. 2, herein are some suggested and basic guidelines for deciding
whether to use CWT or DWT. (i) For the sparsest signal representation for de-noising, compression, or
signal feature extraction, multiresolution analysis through DWT/PWT is a suitable choice. (ii) For the
application that requires a shift-invariant transformation but still needs perfect reconstruction and some
computational efficiency measure, non-decimated DWT is a suitable choice. (iii) For detailed time-
frequency analysis or accurate signal transient localization, especially for signals in which the
instantaneous frequency grows rapidly, CWT is the right choice [21]. Based on these guidelines, CWT is
the best choice for our objective. To further quantitatively evaluate various analytic and non-analytic
wavelet’s performances, multiple measures based on wavelet energy density distribution and wavelet
mutual information have been calculated to assess the best candidate base wavelets. These measures are
examined from two varied aspects: (i) Their corresponding wavelet coefficients and (ii) The relationship
between the analyzed signal and the analyzed wavelet coefficients. To visualize the percentage energy
content for each coefficient, the scalogram and contour plots are used.

3.1 Wavelet Family

Wavelet families vary from one to another because every family has a different trade-off in how compact
and smooth the wavelet looks like. This means that a given wavelet family can be chosen such that it fits best
with the features we are looking for in our data. Each type has a different shape, compactness, and
smoothness and is useful for various purposes. From the practical point of view, both analytic and non-
analytic wavelets are used in CWT, and most of them are defined in the frequency domain. Analytic
functions are wavelets with one-sided spectra (FT is zero for w < 0). Following base wavelets are
dominantly used in CWT applications and have been especially useful for time-frequency analysis.

Morse wavelet: Generalized Morse wavelet family vy, y (2), is parametrized by an oscillation control
parameter f > (0, a shape parameter y > 0, and order parameter k, that belong to Z > 0, to change time
and frequency spread and gives a broad range of forms and characteristics. It is useful for analyzing
modulated signals and localized discontinuities [34]. More details are presented in the work of Jonathan
et al. [35]. Morse Waveket is defined in the frequency domain as:

Ui) = [ (0 xp(ion)as = Ul)ag,of exp(—o) @

Morlet wavelet: Morlet wavelet is designed to be a zero-mean function, and it represents a sinusoidal
function modulated by a Gaussian function [36,37]. It is a function of infinite duration, but most of the energy
is confined to a finite interval [36]. It has equal variance in time and frequency and is suited to detect good
time and frequency localized information. This mother wavelet has no scaling function and does not
technically satisfy the admissibility condition, except only approximately. However, if o > 5.5, the error
can be ignored numerically. It is defined as:

U(t) = exp(—ﬁ2t2/2) cos(mt) (8)

By dilation with @ and translation with b, the Morlet wavelet family can be expressed as:

Bt~ b>2] ros [M] ©)

a2 a

V() = exp [—
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The real part is defined as:

ﬁ e )
t)=|—=.e 2 |.cos(w,.t 10
00 = (Lo e /2 costenn 10
where f is a number of cycles used to control the wavelet shape and balance time and frequency resolution.
The Complex Morlet wavelet is defined as:

W(t) = —— Pt an
b

where f;, is a bandwidth parameter that controls the wavelet shape and we = 2zfc is the central wavelet
frequency, which determines the oscillations number of the complex sinusoid inside the symmetric
Gaussian envelope. To assure that the above expression is a wavelet (a zero-mean function), it must have
an fc > 5. Usually fc = 6 for engineering applications [38], since the wavelet becomes skewed at fc < 5
[39]. The term /74 ensures that the wavelet has unit energy. This wavelet has been successfully used for
vibrational signals analysis [40].

Bump wavelet: Bump wavelet is a bandlimited function defined in the frequency domain with parameters
wand o and window w [41]. It has a broader variance in time and a narrower variance in frequency. Valid values
for 4 are in the range of (3, 6) and for ¢ are in the range of (0.1, 1.2). Smaller values of ¢ give rise to wavelets
with superior frequency localization but poorer time localization. Larger values of ¢ produce a wavelet with
better time localization and poorer frequency localization. It can be defined as:

Y(sw) =e p’ -I[u—a L+ o (12)

)
N S

where [, _q)/s, (u10)/s 18 the indicator function for the interval.

Meyer wavelet: Meyer wavelet is orthogonal and differentiable with unlimited support. It is defined in
the frequency domain [42] as:

l iw
- = 3 2 4
(2n) 2e2 .sin<gv<%|w] - 1>> if T”g o] g?”
(o) = 1 io (13)

-5 5 3 4 8
(2n) 2e2 .cos<gv<%ywy - 1>> if ?” < || < ?”

0 otherwise

This results in scaling functions and wavelets with unlimited support but decays quicker than the
sine wavelet.

0if x<O0
vix):= ¢ xif 0<x<1 (14)
lif x>a.

Mexican hat wavelet: Mexican hat wavelet (Ricker wavelet) is proportional to the negative value of the
second derivative of a Gaussian function. Most of its energy is within the interval (-5, 5), which is the correct
theoretical adequate support. However, adequate support (—8, 8) is used to provide more accurate results [43].
There is no scaling function associated with this wavelet and it has a functional form as:
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t2
2 N\ 53
W(0) :W<l — (5) >e 207 (15)

where ¢ is the standard deviation that controls the width, and ¢ is an independent variable.

To successfully track the damage-induced changes in the structural dynamic characteristics with time-
frequency representation based on CWT, the mother wavelet parameters are selected. Based on the above
discussion and the authors’ experience, Morel wavelet number of cycles fc = 6, Morse wavelet shape
parameters y =3, control parameter f = 60, Mexican hat wavelet support (-8, 8) and Bump wavelet and
Meyer wavelet are used as default in Matlab.

3.2 Quantitative Analysis of Continuous Wavelet Transforms

Wavelet Energy Distribution: Wavelet energy distribution with time and frequency is used to
recognize the local characteristics and can be used to characterize the signal x (#). Thus, it can be used for
choosing the base wavelet. Since discrete sample values represent the data, the amount of the signal
energy contained is expressed as:

N
E.;) = Z (i) (16)
i=1

The signal energy content can also be acquired from its wavelet components (w#(s, 7)) and is
expressed as:

Eenergy = Z Z |Wt(sv i)‘z (17)

This shows that the energy associated with each specific scaling factor s is defined as:

N

Eenergy(s) = Y _ |wi(s, )| (18)

i=1

Besides the energy, Shannon Entropy can also be computed using the detail coefficients to express the
wavelet energy distribution as:

N
Eentropy(s) = Zpi‘logzpi (19)
i=1

The function that minimizes the entropy represents the best wavelet for transient detection. The
appropriate wavelet should maximize the energy and reduce the entropy by combining the entropy and
energy. The distribution of relative wavelet energy-entropy ratio is defined as:

Eenergy (S)

K (S) B Eentropy (S)

(20)

Wavelet mutual information analysis: A wavelet mutual information is a concept that clarifies the
relationship between an analyzed wavelet and an analyzed signal. In other words, mutual information is
the uncertainty reduction in one variable due to gaining more knowledge about the other. Mutual
information basically is a measure of the information contained in random variable x about the random
variable y. In the wavelet domain, mutual information quantities can be defined between a wavelet
coefficient and its parent coefficients and between a wavelet coefficient and its adjacent wavelet
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coefficients. This important measure can be found in a way somewhat similar to the classical definition /(x;
y) = H(x) — H(xly) after using Bayes’ rule, where H(") is the entropy function, which is the uncertainty
measure of the variable. The information provided by wavelet signal decomposition is given [44] as:

00 4 N CWT (a, b E.cy.|CWT(a,b)*
(F()-{Wan(2) / / PT@ b o, cu.|CWT(a,b)| dadb (21)

E.cy.|a)? [ |cwT(a,b)’db [ |CWT (a,b)? %

A joint probability p (x, y); over the scale-translation domain can be defined as:

(CWT(a,b)

P(a,b) =
(,6) E.cy.|a)?

,a#£0 (22)

Thus, this joint density is expressed through the signal scalogram, which visually can provide
information on local features hidden in the data [44]. The mutual wavelet information can be derived
from the homogeneous wavelet expansion as:

ROV 3 gl E—_ L

}2

(23)
ncZ meZ |Wn,m’{ Z ‘Wn',m‘z
m GZ nezZ

4 Wavelet Scalogram

Various wavelets have a good localization in time and frequency, which is a desirable characteristic for
damage detection in nonlinear structural dynamic systems using non-stationary signals [23]. CWT
automatically adjusts the resolution in time and frequency depending on the scale of the activity of
interest, expanding or compressing the analysis window. As the wavelet is compressed (a < 1), it
provides a high temporal resolution and is well suited for determining the short-term events, such as
jumps and transients. As the wavelet is expanded (a > 1), it provides a high spectral resolution and is
well suited for determining the long-term events, such as baseline fluctuations. Likewise, knowing the
long-term frequency is often more interesting than knowing the exact onset of change since it is gradual.
Wavelet scalogram-based CWT is one of the fundamental tools of wavelet-based fault diagnostics [45]
and is defined as the wavelet transform modulus square.

= |wi(s,i)|"2, SC =100xS./sum(S) (24)

The wavelet scalogram measures the signal’s local time-frequency energy density and provides useful
information about the structure's behavior over time [46]. The scalogram can be presented in 2D contours
with time as the horizontal axis and scale as the vertical axis, and the coefficient given by a gray-scale
color. Alternately, the coefficient can be plotted in 3D contours. Its plot represents the percentage of energy
for each coefficient. It can reveal previously hidden information about the nature of non-stationary
processes. Scalogram is widely used in various vibration signal analysis areas, including de-noising,
structural, ground motion analysis, fault diagnosis, damage detection, and many other applications [45,47].
Thus, in this paper, we use a scalogram to carry out a comparative study using different analytic wavelets,
including Morlet, Morse, Bump, and non-analytic functions, including real Morlet, Mexican hat, and Meyer
wavelets. This comparative analysis is conducted by studying these wavelets’ characteristics in a time-
frequency domain to show their ability to simultaneously detect activity at different scales and disclose low-
frequency characteristics of data hidden in a time series. Finally, it is used to analyze the variation of
wavelet coefficients between damaged and undamaged states and to evaluate the wavelet’s effectiveness.
For comparison purposes, the scalogram is normalized by dividing it by the square root of the number of times.
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5 Numerical Simulations

In order to realize structural damage identification using the signal-based technique, it is essential to
obtain, in advance, the structural dynamic response with varied damage scenarios. Since it is almost
impossible to analyze a physical structure with various types and extents of damages, a computational
model is considered for analyzing multiple damage scenarios.

5.1 Structural Model

A simulated 3D 3-story moment resisting concrete frame building with a total height of 9 m, as
illustrated in Fig. 3a, is considered. The frame is modeled as a spring-mass-damper discrete model shown
in Fig. 3b. All story masses have the same value of 300 kg, and the initial spring stiffness of each
column is 100 kN/m. The damping is assumed to be a Rayleigh damping related to the stiffness with a
factor of 0.05.

M2

"
3@3m '%—‘
%

Fi1
E— M1

as o
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+—
» t [ — ground acceleration

* (a) (b)
Figure 3: Analytical model. (a) Model of a three-story frame structure (b) Spring-mass-damper model

5.2 Dynamic Excitation Loads

Random excitation load is modeled as a discrete Gaussian white noise process with a zero mean, and a
root mean square value of 0.5 m/s®. The dynamic load is generated using the “rand” function in Matlab,
which can yield random numbers between zero and one. The dynamic loads are applied to the structure
base as a ground acceleration, and the responses are drawn out from a point at the top right of the structure.

5.3 Damage Pattern Database Simulation

Damage levels can be numerically simulated by changing the properties of the baseline model of the
structure, i.e., El, of the damaged components. This simulation is one of the commonly used damage
detection techniques in SHM. For illustration purposes, it is assumed that the sample structure has
experienced a 40% stiffness reduction on the first floor, while the stiffness on the other floors remains
unchanged. Two sets of known damage cases, including the baseline condition, were chosen as the
possible structural damage conditions for the sample structure. The analytical model’s dynamic
acceleration responses with various possible damages were obtained by numerical simulation (Newmark-
method) at the floor level of each story under horizontal ground acceleration at the base. The structure is
analyzed under simulated dynamic load using the Matlab version 2020a. To simulate the limitations
associated with data encountered in the real field, the simulated data is contaminated with additive white
noise to evaluate the robustness of the proposed technique in the presence of the measurement noise.
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The additive noise level is characterized by the signal to noise ratio (SNR), which is the ratio of the
magnitude of noise-free signal (x) to the magnitude of noise (n). Herein, SNR is expressed in terms of the
standard deviation, SNR = o, /0, ; where ou is the noise-free signal standard deviation and o, is the
noise standard deviation such that the observed signal is x* = x + n. All sets of simulated acceleration
responses were transformed by FFT.

Figs. 4 and 5 reveal the acceleration responses from damaged and undamaged status in various stories,
respectively, with their corresponding spectra. It is shown that each signal contains three components within
the first 10 seconds, and there are slight ripples; they may arise due to sudden changes from one frequency
component to another. Also, the amplitudes of lower frequency components are higher than those of the
higher frequency components. This is because lower frequencies last longer than the higher frequency
components. Tab. 1 shows the frequencies and magnitudes corresponding to the three peaks of signal
spectrums of floorl. It shows that due to different damage cases, there is a reduction in amplitude values
and frequency values of spectra of damage state compared with spectra of undamaged condition.
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Figure 4: Acceleration from undamaged status in various stories and its corresponding spectrum

5.4 Structural Modal Parameters

The measured acceleration responses are used to analyze and draw out the basic modal parameters (i.e.,
natural frequencies and mode shapes) in both damaged and undamaged scenarios. The first three modal
frequencies of damaged and undamaged states are listed in Tab. 2. The comparison of natural frequencies
of the un-damaged and damaged structure is carried out by calculating the relative errors, as shown in
Tab. 2. It is clear that with an increase in the number of stories, the modal frequency of a frame decreases
after damage. The natural frequency variation shown in Tab. 2 shows that the damaged case’s natural
frequency decreased with the damage’s intensity increase.
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Figure 5: Acceleration from damaged status in various stories and its corresponding spectrum

Table 1: Peak values on the FFT spectrums of Floorl

Damage case Peakl Peak2 Peak3
frequency (Hz) magnitude frequency (Hz) magnitude frequency (Hz) magnitude

0% 1.30615 0.411555  3.6377 0.320221 5.31006 0.055523

40% 1.0376 0.39171 3.28369 0.131028 5.07813 0.0185403

Table 2: Natural frequency from modal analysis

Mode Natural frequency (Hz)

No. Before damaged After damage Variation (%)
08.1253 06.9364 14.6321
22.7666 21.0544 7.5207

3 32.8987 32.2790 1.8837

6 Discussion and Results

A comparative analysis among Mexican and Meyer, Morel, Morse, and Bump wavelet is conducted in
this section. The signals captured from the damaged and undamaged cases on floor one have been
considered. The comparative analysis is based on time-frequency representation and extracting features
from wavelet coefficients based on the first scale. Tab. 3 lists the energy, entropy, and variance, sharing
information values extracted from the test signal. It is seen that the Mexican wavelet shows maximum
energy, and Meyer gives maximum variance, and minimum entropy, while the real Morlet wavelet
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provides maximum information. Also, it should be noted that real wavelet and Morse wavelet are nearly
identical in their results. Also, all the functions are close in their mutual information.

Table 3: Quantitative measures

Base wavelet Energy Entropy Variance Information
Morlet 10.169 —1.6484 13.40 0.0702
Mexhat 30.940 -1.366 6.8383 0.0689
Meyer 11.312 —2.7119 18.674 0.0696
Complex Morlet 14.430 0.8.236 16.680 0.0671
Morse 10.169 —1.6484 13.469 0.0671
Bump 5.426 1.4749 8.373 0.0687

Figs. 6 and 7 show scale-time representations of floorl for the undamaged and damaged cases,
respectively, using various wavelets. These figures show whether the energy of a given frequency decreases
or increases over time. Note that small scales correspond to high frequencies and large scales correspond to
low frequencies in both figures. Accordingly, a small peak in the graph corresponds to the signal’s high-
frequency components, and a large peak corresponds to the signal’s low-frequency components. It is noted
that the analytic wavelets, Morlet, Morse, and Bump, offer the best definition in time-frequency resolution
compared with non-analytic wavelets, Mexican and Meyer in both damaged and undamaged states. In
Fig. 6, the analytic wavelets show the highest magnitude in scales 37 to 54 of undamaged condition, which
indicates that these scales correspond to signal frequencies, which is continuous in time. There are
significant changes in wavelet coefficients around these scales over time. In Fig. 7, a damaged state, it is
clear that the frequency around scale 37 is shifted, which means that there is a loss of strength leading to a
decrease in frequency, and most of the energy is concentrated around scale 54. The frequency shift is a
typical nonlinear dynamic behavior in the signal related to energy balance in structure. It is known that the
damage in the structure is a direct consequence of the energy balance within the structure [48].

Comparing the scalograms obtained with Morlet, Morse, and Bump, it is shown that the result of Morse
wavelet is nearly identical to the Morlet and all of these wavelets are nearly identical with respect to localized
in time and frequency performance; however, it is shown that bump wavelet is more effective in noise
separation and makes the results more amenable to interpretation. It can also be shown that the
distribution of wavelet coefficient values on the time for the undamaged state is greater than the damaged
state. Furthermore, it can be seen that the high value of wavelet coefficients is observed around 500 to
5000 bin for the undamaged condition and 2000 to 4000 bin for the damaged state. In general, there is a
much lower level of high-frequency energy present in the signal after the damage. Finally, it can be stated
that the sudden reduction of stiffness can have a significant influence on the scalogram. Based on these
results, it is revealed that Morlet, Morse, and Bump functions are the best candidates for time-scale
representations and more appropriate for oscillatory behavior, so these functions are used for further analysis

Figs. 8 and 9 show the 3D time-frequency representations of the signals using various analytic wavelets
for damaged and undamaged states. The comparison shows that energy (bright bands) is dominated in the
lower scales, i.e., there is a bright band for peaks. The blue bands result from the correlation integral to a
small value due to the wavelet’s overlap with positive and negative values. It is also shown that there are
some nearly steady-state fluctuations above 1 to 3 Hz and the transient events. The narrow bands
represent the spikes, whereas thick bright ones represent the signal component. Besides, there are obvious
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changes near frequency 1 in the damaged state, which indicates how rapidly the magnitude of the wavelet

coefficients changes due to damage.
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Figure 6: Time-scale representations, undamaged signal
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Figure 7: Time-scale representations, damaged signal
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Figure 9: 3-D view of the frequency-time contour of signal, damaged signal

Fig. 10 shows the contour representations of the undamaged signal. It is evident that at scales 37, and
54 the highest magnitude can be observed. Areas with lower-density contours have weaker amplitudes, and
regions with higher-density contours have higher amplitudes. The time-frequency coordinates afford a more
traditional way to interpret the data. They demonstrate that most of the signal energy is focused around
37 and 54 scales. Besides, small activities at various points are observed at a contour scale of 37 and 54,
which corresponds to the signal’s frequency. Fig. 11 shows the contour representations of the damaged
signal. It is clear that at scales of 55 in Figs. 11a, 11b, 11d, and at scale 56 in Fig. 11c, they show the
highest magnitude. Comparing Fig. 11 with Fig. 10, indicates there are switches in scales to show that
some components are changed. Scale shift (or inversely frequency shift), which is a typical nonlinear
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behavior, was detected from the undulating contours. The frequency corresponding to scale 37 is
disappeared, which is typical nonlinear behavior. In comparing damage and undamaged states, the
different frequency ranges can be noticed. Most of the time, events seem to be evident, and no vertical
structure is visible. It is also noted that the Bump wavelet has good frequency localization, and the
deviation is higher than the others are. Thus, we can state that, Bump wavelet is the most suitable one to
describe the signals’ frequency content compared to other wavelets. This proves that selecting a mother
wavelet with a high correlation with the signal provides a more accurate time-frequency analysis.
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Figure 10: A contour representation of scalogram, undamaged signal

Fig. 12 shows finest-scale coefficients with the analyzed signal on the same plots. It is evident that the
wavelet magnitudes capture the impulsive events at the exact times they occur in the signal. The Bump
wavelet shows good results.

In order to validate the analytic wavelet function performances, power spectrum versus frequency and
energy percentage versus scale are evaluated. Fig. 13 shows the power spectrum and energy percentages of
Complex Morlet, Morse, and Bump. It is seen that the maximum values are given by the Bump wavelet,
while the Complex Morlet wavelet shows the minimum values.

In summary, based on the results presented herein, the analytic wavelets provide more details about
time-frequency analysis. The results show that the time-frequency-based analytic wavelets are sensitive to
different damage cases. They can easily extract the coefficients at a given scale that approximately
correspond to the frequency of interest. This helps monitor and differentiate the transient signal frequency
components that are imperative for assessing the structural status. Almost all results obtained through
analyses via all analytic wavelets were close, although bump wavelets show good results. The Morse
wavelet shows nearly identical to the Morlet results, and both have the advantage of allowing trade
between time and frequency resolution through their parameters. In our previous studies, we found that
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Morse is more versatile than Morlet. The Morse wavelet can create wavelets with characteristics analogous to
Morlet wavelet by adjusting Morse wavelet parameters to have a Morlet wavelet advantage and avoid its
shortages. Since Morse wavelet can subsume other analytic wavelet families can create wavelets with
characteristics similar to Morlet wavelet and can avoid the Morlet’s shortages, we conclude that Morse
wavelet and Bump wavelet are appropriate for identifying defect induced transient components embedded
within the vibration signal. They can also locate transient events or discontinuities in the data due to their
time and frequency localization advantages and their ability to separate and extract quantifiable features
in the time-frequency/scale domain.
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7 Conclusion

In this paper, a comparative analysis for selecting the wavelet type is conducted, and subsequently,
damage evaluation by wavelet scalogram is examined via numerical studies. The acceleration responses
and their wavelet scalograms are utilized to evaluate the damage qualitatively. CWT has considerable
potential in digital signal processing. The accelerations are obtained from the numerical models for
simulated excitation under the damaged and undamaged scenario. The wavelet scalograms of these
responses under external excitations are examined, and it is shown that there is a significant difference
between damaged and undamaged scalograms. The process is carried out in Matlab® environment using
107 to 512 different scaled versions of the wavelet using Bump, Morse, Morlet, Mexhat and, Meyer
wavelets. From scale-time representation results, it is found that the analytic wavelets show promising
results compared with non-analytic wavelets. The time-frequency analysis based on complex wavelets
accurately identifies the time at which various frequencies are present, it captures the instantaneous signal
frequencies, and shows how the data frequency components change over time. It can be concluded that
the wavelet scalogram is capable of revealing the presence of structural damage quite well, and it is
recommended for time-frequency analysis for damage detection. Besides, the finest-scale components
localize all the abrupt changes in the signal in time. Regarding the wavelet functions, the Bump wavelet
is the most appropriate to describe the temporal organization of the signal’s frequency content compared
to the other wavelets. Of course, such a conclusion cannot be generalized for all types of data processing
since the type of wavelet analysis best suited for specific work depends on the data form that is used and
the final objectives of the data analysis. As it is related to structural damage detection based wavelet
analysis, further analytical and experimental studies on more practical cases are required for acquiring
quantitative results and a more precise interpretation with results based on real field measurements.
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