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S(2 represents the transfer function of the secondary pﬁh)
represents the estimate of the secondary pdlin) are the

decomposed IMFsV,(n) are the filtered vectors o¥,(n) through
secondary path estimat&z) . The primary noise after passing

throughthenonlinear primary path is deted as reference noisg(n),
and the outputu(n) after passing througlthe secondary path is

referred toas secondary noisé_'\’n) .

2.2 NonlinearPrimary Path Model
Block-oriented model, consisting of a linear thim@ariant (LTI) block

AN=Aga ) +aknY -+ arkn g
Tét b g tn
_lalgé)tza.lmo - )L (t 1) (‘%"OX(”) (a:Xn D) "2, xn )
8)

where T N is anorder If T >1, the primary pathis nonlinear
otherwig, it is linear.

The roller bearing is one of the key elements in rotating machinery.

The generatednoise becomesmuch more nofstationary under
variable speed, esgially for startup and shutdowmnwhich can be
expressed as

x(n) =a,B,cos(paf.n +4) ©)

and a static nonlinear block, is the most popular representation ofvhere f_ is a rotational frequency of the shaf3, and 5, are

nonlinear systems. This method reduces the numbeeéiaents and

the size of the required memory. Figure 2 shows three types of Wiene

Hammerstein and LNL modélsin the ANC system, the LTI block is
expressed by finittmpulseresponse (FIR) filter, while the
nonlinearity can be represented by a polyrmmwith fixed
memoryless nonlinear function.

- n - d
X(H) Z( ) f(z) (F’J)

@)
x(n) - z(n) - d(m)
(b)

x(n) |H1(z)|zl(”) |j‘(z] )l z, (”)lH:(z) | d(n)

()

primary path models:

Figure 2 Nonlinear
Hammerstein (c) LNL.

(& Wiener

(b)

As shown in Figure 2(a), thé/iener system consists of a LTI block
followed by a static nonlinear bk, expressed by

z(n):éln(r)m-ia) 1)
d(n) = f(20) @

where x(n) is the primary noise;z(n) is the output of FIR filter;
d(n) is the reference noiset denotesorder of the FIR filter; h(n)
denotes FIR filter coefficients;f (§ denotes a nonlinear function.

The Hammerstein system, shown in Figure 2(b), reverses the order of (D = a gcos(p @ nO pH

LTI and static nonlinear blocks in Wierkased model, denoted by

20 = f(X1) &
dm=ahnan-i Y @

TheLNL systenis a series connection of tiidiener and Hammerstein,

anplitude and initial phase of treeth harmonic.
§ubstituting Egation(9) into thepowerfunction («)¢ leads to
wheng=1, k=2

X2(n) = Bl cos(gb Qf, nO2p) Bl (20
wheng= 1 k=3
x3(n) = Bl cos(’fp G, nO3p) 38/ +cos(2 pf. n O, (17)

Whenq—l,k—
(n)—Bl4cos(2) af, nO4p) Bl €os(2p 2 O 2 (Z)jL

Theanalytical expressions aobtained by 2
Iadk‘cos(ZJO« 2 H n &k 2 2+ ifk 2
RO adk‘cos(ZJO« 2 2 n & +2 2)h +d, ik 2
13

where i =1,2;--1, ki N; d,.; areamplitudes of the harmonics;
d , are constant terms.
Similarly, when g >1, analytical expressions agéven by

X()=a d, cos@ & nO gy digt (14

where i =1,2;--]1 ', 1'=q K, ki N'; d'; are theamplitudes of
the harmonics;d', , are constant termsSubstitutingEquation (14)

into Eq1at|on(8) leads tathe output signagiven by
)

where g(n) is a constant tern€ompared to the primary noise(n),

19

it is found that thdrequency components tfie output signapassed
through the nonlinear primary pathcontain some higher order
harmonics

with astatic nonlinearity sandwiched between two LTI blocks, shown 5 3 NoiseDecomposition

in FlgureZ(c) given by

2(V=8 h() A n-i Y (5)
2,(7 = f(2( 1) ®)
d(n)=§n,i<rm(n-i B @

The nonlinear block i continuous function expressed Bwylor
expansioff, andthe outpubf whichis given by
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The EEMD is a popularmethod inthe analysis ofhe nonstationary
primary noisePartitionthe data seriesf primary noisento windows,

each sulseries thus would be processed by EEMD, sequentially, from

left to right. The choice of the window lengtheeds tosatisfy the
following two conditions: (apufficiently long to resultin reasonably
stationarylMFs; (b) Short enoughto ensurea shorter delay and fast
response to the primary nois&ppropriatelength can bedjusted in
theexperimentsThe procedures are as follows:

(1) Initialize the number of trialk, the amplitude of the added white
noise, andetthe tial numberi =1. The generatd white noise series
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n(n) isaddedto the primary noiséo obtainthei-th trial by
x(n=xn +n(n (16)
(2) Decompose the noisedded signal into IMFwith the EMDas
X(M=&aj.4,(0 £ @
where i =1,2,...K, j=12,....; U ; denotesthe j-th IMF of the
i-th trial; r,;(n) is a residue of the signal denoteshetotal number
of thedecomposed IMFBy

J=fix(log, (N,)) (18)
where fix(® is an integral function;N,, denotes a length of the

window.
(3) Repeathe EMD decompositiorK times with random white noise
to lead toan ensemble of IMFs. Finally, theh IMF is calculated by

1.
IMF, =Kailui,,» (19

2.4 Weigcht Update

To overcomethe nonlinearity existing in the primary pathetIMFs
are expanded using the CN filteased on the Chebyshev polynomial
which is a family of orthogonal polynomials generated by the
following recursive relation

Ta(0=2 9T T£3 (20)
where T, (X) is the Chebyshev polynomial of order. For example,
T(X=1, T(XN=x, T,(=2¥X 1, T,(=4¥ -3x ,

T,()=8%¥ -8X %and T,(X)=16¥ -20¥ 5x.

For the j-th IMF C;(n=[¢(n, ¢(r1),...,¢(Nn-N B , the

expanded signalith a seconerder CN filteris given by
Y (0 =8Yo(0 a0 Yl D Yo i D

={Tle (ML g D)+ T n- N3,

Tle(nL T g( DL~ T e n- N1,

TIe(NL T -+ T g n- N1Bj,
TeMITg(nDL... Td n- N3] T ¢n- N 4))],
TeMITg( 2] T n- N3 € n NA
TIe(MT g n NI}

whereQ is the length of expanded signal
The output ofj-th IMF controlleris a convolution ofthe expanded

signal and impulse responskhe sum of altontrollersis taken asan
input of the louder speakegivenby

u(r) =& W' () YO

(21)

(22)

wherethe weight vectorW, (n) = gw (0, W( Do, Wo_4( 0 TE_

The error signal measuredthe error microphone is summation of
referencenoiseand secondamoiseby

n=dn +&n (29
with the secondary noisgven by
&m=<0 *(» & han )

=as(Ma a(n-)y(n i ) (24

=5°§w,-,i(n)lL'§§(n Jy(n i )

j=1i 9

where s(n) is an impulse response of the transfer functiointhe
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secondary pathS( 2
S(I=§ +52 452
where z* denotes a unit delay is anorder ofsecondary path
Assumed the estimated secondary paﬁ'nz) is the same as
secondary pathS( 2 , the error signais simplified as

o) =dn @févy,i(r)y( 3 &n U\

8z 45 7 (25

(26)

where Vl(n)zgw( n-) and v (n=gv(n, y(n-D,..,y(n Q g

The cost function is defined by tineean square emrdMSE) of error
signalby

J(n)=Eg€(n @7

where E[] isanexpectation operatom he gradient of cost function

W0 FO .
o, %17 @‘fW SUS

Hence theweightvectoris updatedusing he steepest descent method
by

W, (n+1)

is obtainedby

2&nY(D (29

W) 78 Wn) mecov () (29

where m is astepsize.

2.5 Convergencénalysis
Substituting Eqation (26) into Equation (29), the expectation othe

weightvector W, (n+1) is given by

W(n+D) W () mEEAIM N g mMEA N RVONEW) (0

According to basic principle of the EEMEhe IMFs are orthogonal
ThusEquation(30) can besimplifiedas

Wn+D) {1 AR)W(D AP

where R = E@V,(nV,'(n) and P, =Egd(nV,(n) .
Whenthe ANC systemachieveshe steadystate W, (n+1) °W(n).
The optimal weight vectdsecomes

W =limw(np = R*F
Subtracing Wj* from Equation (31), the error ofthe weight vector

(CHY

(32

is givenby

d(n+))=g - ® gh) ARl -m g (A A em, L (0
(33

R=A'LA; L, diagg/;., {4

is a diagonal matrix composed of the eigenealof R, .

where g (n) =w (r) W' ;

The convergence condition of &afion(33) is

1- Mf.| 4. Thus,

the stepsize satisfying the convergence and stability of the proposed
algorithm isgivenby

O<m <t 34)
/maX

where /., isthe maximum eigenvalue

3 Simulations andDiscussions
In this section some simulationsre conductedo demonstatethe
effectiveness of the proposadnlinearANC structure in comparison

with the VFXLMS algorithn? and FSLMS algorithrh The sampling
frequency is 3 kHZThe memory sizeof the FLANN, Volterra and
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CN filters arechosen afN =10. In the EEMD algorithm,N,, =300,

K =50, andthe amplitude of the added white noisesit as0.2
times the standard deviation of primary signal.

The reference noise at the cancellation point is generated bases on t
following seconeorder polynomial model given by

h
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osm
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din=2n-2) 6884an 2)Zn 2)- 0.7%2AnN%n3 (35
H(z=2z° 0.3z2° 827 (36)
The secondary path transfer function is given by

(=2 4572 -7 37

31Casel

The nonstationary primary noises generated bysingEquation(9).

It consistof three shaft harmonics, witimplitudes and phases being
of B =10, B,=15, B,=12, =46 , b= -4d3 ,
b= pg2.

Theroller bearingexperiences a runp and rurdown proces with the
speed curve given by, =[800 +200sin(Z @2 )[6'. Random

noiseis added witha signatto-noise ratio of 3.7 dBand the length of
primary noise is 10.9-igure 3 plots the mixed signal with the shaft
harmonicsand random noiseh&€ STFTspectrogram ofvhichis shown
in Figure4, with the ordinatdeing0-100Hz for better displayClearly,
three distinct harmonicexist in the timefrequency representation,
varying with time in terms of the approximate sine.
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Figure 3. The simulated signal: (a) the shaft harmonics; (b) the
random noise; (c) the mixed signal.
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Figure 4. TheSTFTspectrogram of the mixed signal.
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Figure 5 Spectra of the decomposed IMFs.

Figure 5 shows the spectra of the decomposed IMFs for a computation
window of the primary noise from 276000 iterations. Since the
EEMD has a property of binary filtering, the dreency band of the

IMF is narrowed down with increasing the decomposition level. The
third harmonic, second harmonic and fundamental harmonic
components are separated from the mixed signal, approximately
locating at the IMF4, IMF5 and IMF6 with peak valuzs52.73 Hz,
35.16 Hz and 17.58 Hz respectively. In the decomposition process, the
IMF becomes more simple and stationary.

Figure 6 showsthe error signal andPSD by using theFSLMS,
VFXLMS and proposed algorithm with a stsjze of 43 10°. To
better discern the curves behavior, plogver spectral density (PSE3)
obtained by averaging over 20 independent runs and smoothed with a
window of length equal to 10 sampleAs shown inFigure 6(a),
compared to the FSLMS and VFXLMS algorithnihe proposed
method exhibits the least residual error in stestdye, and provides a
faster convergence rate since the CN filter has orthogonal basis
functions for input signal. It can be seen from Figh({t®, the FSLMS
achieves a large reductiafi 128 dB at 10Hz near the fundamental
harmonic, butneffectivefor other frequencies afieprimary noiseln
comparisonpoth the VFXLMS and proposed algorithm havéaege
reduction below 15®z in the variation of the shaft harmoniegth
thelatterhaving the largesteduction from 280 Hz.

Figure 7(a) plots the STFT spectrogram of the primary nuéssing
through the nonlinear primary pathClearly three higher order
harmonics appear in comparison of the primary noise. FEg\oe 7(d)
plot the STH spectrograms of the error signal canceled by the FSLMS,
VFXLMS and proposed algorithm respectively. The FSLMS effectively
reduces the primary noise at the fundamental harmmrtiénefficient

for higher order harmonics. Compared to the FSLMS MRELMS
performs better since it expleitrossterms in the nonlinear expansion
with the seconarder Volterra filter It is obvious that the proposed
method is effective at all the shaft harmonics and hasntbst
reduction compared to the other algorithms foontrolling the
nonstationary noise This suggests that thgroposed algorithm is
capable of compensag for nonlinear distortions such as the
harmonics introduced by the nonlinear primary path.
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Figure 6. Simulation result$or Case 1(a) error signal (b) PSD.

Figure 7. The STFBpectrogram(a) referencesignal (b) FSLMS; (c)
VEXLMS; (d) proposed algorithm.

3.2Case 2

The primary noisavas acquired froma roller bearing underun-up
speed at &est rig, as illustrated iRigure8, consising of an AC motor,
frequency converter, shatt, rolling element bearing and load controller.
The shaftwas driven by the AC motor, and the rotating spesds
adjusted by the frequency converter. The loeas regulated by
governing the compression ohe spring. Figure 9 shows the
waveform of the primary noise with a length of 10 s.

Figure 8. Experimental setip: (a) the test rig; (b) the rolling element
bearing.
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