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Abstract: Human action recognition under complex environment is a challenging work. 
Recently, sparse representation has achieved excellent results of dealing with human 
action recognition problem under different conditions. The main idea of sparse 
representation classification is to construct a general classification scheme where the 
training samples of each class can be considered as the dictionary to express the query 
class, and the minimal reconstruction error indicates its corresponding class. However, 
how to learn a discriminative dictionary is still a difficult work. In this work, we make 
two contributions. First, we build a new and robust human action recognition framework 
by combining one modified sparse classification model and deep convolutional neural 
network (CNN) features. Secondly, we construct a novel classification model which 
consists of the representation-constrained term and the coefficients incoherence term. 
Experimental results on benchmark datasets show that our modified model can obtain 
competitive results in comparison to other state-of-the-art models. 
 
Keywords: Action recognition, deep CNN features, sparse model, supervised 
dictionary learning. 

1 Introduction 
In recent years, human action recognition has been successfully applied in scenarios such 
as smart home, intelligent video surveillance, public security and so on. Due to large 
differences in human action types, such as gesture and height, human action recognition 
is still difficult. 
Action representation as a key issue will greatly influence the classification performance 
of human action recognition. Motion and appearance information as low-level features 
are the main cues embedded in action video sequence. In early human action recognition, 
the spatiotemporal representation methods have demonstrated their superiorities. 
Recently, researchers reveal that the salient low-level features are one of the key issues in 
the field of image processing [Hou, Li, Wang et al. (2018)] and pattern recognition [Bian, 
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Tao and Rui (2012); Lu, Fang, Shao et al. (2012); Fahad, Joost, Rao et al. (2018)]. For 
example, the weber’s law states that the change in a stimulus that will be just 
discriminable is a constant ratio of the original stimulus. Hence, the weber local 
descriptor (WLD) can be utilized to represent the characteristics of the local area [Chen, 
Shan, He et al. (2010); Wang, Li, Yang et al. (2011); Wang, Yuan, Hu et al. (2012); Li, 
Gong and Yuan (2013)]. To date, WLD has been successfully used in object recognition 
domain [Kong and Wang (2012); Zhou, Shen, Peng et al. (2012)].  
Suitable feature representation is always useful in intelligent video surveillance domains. 
Ali et al. [Ali and Shah (2010)] explored the utility of kinematic features derived from 
motion information for human action recognition in videos. Junejo et al. [Junejo, Dexter, 
Laptev et al. (2010)] explored the temporal self-similarities of action sequences over time 
to address human action recognition under different view changes. Fanello et al. [Fanello, 
Gori, Metta et al. (2013)] designed an effective real-time system for one-shot action 
modeling and recognition, they obtained very good results on benchmark datasets and 
human-robot interaction setting. Zhang et al. [Zhang, Xu, Shi et al. (2015)] proposed a 
robust spatiotemporal saliency algorithm for action recognition. Caetano et al. [Caetano, 
Santos and Schwartz (2016)] proposed a new spatiotemporal feature descriptor based on 
co-occurrence matrices, and this feature extraction method proved to be discriminative in 
some action recognition datasets. Cherian et al. [Cherian, Fernando, Harandi et al. 
(2017)] developed generalized rank pooling to summarize the action dynamics in video 
sequences. The extensive experiments on action recognition datasets demonstrated the 
advantages of the proposed schemes.  
Local representation methods, holistic representation methods, and machine learning 
methods are the most commonly used human action recognition approaches. Local 
representation methods are mainly based on the spatiotemporal interest points (STIP) 
[Laptev (2005); Sapuppo, Umana, Frasca et al. (2006); Oikonomopoulos, Patras and 
Pantic (2006); Shao, Zhen, Liu et al. (2011); Hara, Kataoka and Satoh (2017)]. Among 
these approaches, the model of bag of words (BOW) and its variants proved to be very 
successful. This is because that the BOW model is insensitive to partial occlusion and 
abandons some preprocessing steps. However, BOW representation suffers two defects in 
describing a behavior. First, in this model, one word denotes one interest point, which 
will lead to a big reconstruction error. In addition, the closest word type completely 
determines the location of corresponding interest point, which will lead to the situation 
that different points of interest may belong to the same type. Holistic representation 
methods consider the raw video sequences as a volume in space/time and extract 
spatiotemporal features from this volume directly rather than detecting spatiotemporal 
interest points using STIP detectors. However, holistic representation methods depend on 
accurate location, background extraction and tracking. Furthermore, preprocessing steps 
such as accurate localization and tracking are often necessary [Minhas, Mohanmmed and 
Wu (2012); Zhen, Shao, Tao et al. (2013)]. Machine learning methods are widely used in 
computer vision due to their powerful abilities to handle large-scale training data. For 
many computer vision recognition tasks, deep learning methods have shown their 
superiorities. However, traditional convolutional neural network (CNN) is not always 
suitable due to its poor generalization ability. In order to obtain better features, Wen et al. 
[Wen, Zhang, Li et al. (2016)] proposed a new learning regulation, named center loss. 
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The main idea of center loss is that the feature of each sample in a batch is the square 
sum of the distance from the center of feature, the smaller the better. It is encouraging to 
see that their CNNs have achieved rather competitive results. Therefore, in our work, we 
adapt this kind of network model to obtain robust action feature. 
In this paper, a novel sparse classification model for conducting action analysis is 
proposed. The framework of our model is plotted in Fig. 1. First, we extract the deep 
CNN features from the input samples. Then, the reduced low-level descriptors are 
transformed into mid-level features by sparse coding. To obtain a highly discriminative 
representation of the extracted features, we explored an improved class-specific 
dictionary learning approach over the whole sparse code set. Finally, a sparse 
representation classifier is well designed for classification. 
The main contributions of this paper are summarized as follows: (1) We propose a new 
and robust human action recognition algorithm by integrating sparse representation-based 
classification model with deep CNN features. The features obtained by the deep 
convolutional network proved to be very robust; (2) A novel sparse model is proposed to 
achieve more effective recognition. In our designed model, to strengthen the learning 
ability of the dictionary, two terms are combined to keep discriminative ability, named as 
the representation-constrained term and the coefficients incoherence term. 
The rest of our work is organized as follows. Section 2 briefly presents related work. 
Section 3 introduces our proposed sparse representation model. Section 4 demonstrates 
the robustness of our model. Section 5 gives the conclusion. 
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Figure 1: The framework of the proposed model 

2 Related work 
Learning dictionaries for sparse coding is a key factor to achieve a high recognition rate. 
The existing dictionary learning works can be classified into shared dictionary, class-
specific dictionary, and hybrid dictionary learning. 



                                                                             CMC, vol.63, no.1, pp.243-262, 2020 246 

2.1 Shared dictionary learning 
The shared dictionary learning algorithm aims to learn a shared dictionary. Marial et al. 
[Mairal, Bach, Ponce et al. (2008)] presented a robust and discriminative dictionary 
learning algorithm. Inspired by K-SVD, a more discriminative K-SVD was proposed to 
learn a joint dictionary [Zhang and Li (2010)]. Then, Mairal et al. [Mairal, Bach and 
Ponce (2012)] designed a task-driven learning scheme to minimize corresponding loss 
functions. Based on the discriminative K-SVD, Jiang et al. [Jiang, Lin and Davis (2013)] 
introduced a label consistent term to enhance the discriminative power of dictionary. In 
general, in these schemes, a shared and discriminative dictionary can be learned 
simultaneously. However, shared dictionary learning algorithm does not consider the 
effect of a class label on a dictionary atom. 

2.2 Class-specific dictionary learning 
The class-specific dictionary learning scheme mainly considers the class labels 
information and reflects the relationship between the dictionary atoms and the class labels 
[Ramirez, Sprechmann and Sapiro (2010); Yang, Zhang, Feng et al. (2011); Castrodad 
and Sapiro (2012)]. Wang et al. [Wang, Yuan, Hu et al. (2012)] proposed a modified 
sparse model by minimizing two constrained terms. To ensure that the dictionaries from 
different kinds are independent, Ramirez et al. [Ramirez, Sprechmann and Sapiro (2010)] 
constructed a constraint term to improve learning power. In general, in these schemes, a 
class-specific dictionary can be learned by adding appropriate penalty and constraint term 
[Mairal, Bach, Ponce et al. (2008); Yang, Zhang, Feng et al. (2011); Castrodad and Sapiro 
(2012)]. Therefore, this kind of method owns a broad application prospect. 

2.3 Hybrid dictionary learning 
The hybrid dictionary model mainly considers the relationship among different dictionary 
atoms. Kong et al. [Kong and Wang (2012)] introduced a coherence penalty term in their 
proposed model to obtain good classification ability. Shen et al. [Shen, Wang, Sun et al. 
(2013)] proposed to build hierarchical category structure to obtain better performance. 
Yang et al. [Yang, Zhang, Feng et al. (2014)] used a fisher penalty term to improve the 
discriminant model. 
Although the above-mentioned methods could improve dictionary learning efficiency, 
learning a discriminative and representative dictionary for classification is still a 
challenging task. 

3 Proposed novel sparse representation model 
3.1 Modelling 
In class-specific dictionary learning, the atoms of class labels in the learned dictionary 𝐷𝐷 
are represented as [𝐷𝐷1,⋯ ,𝐷𝐷𝐾𝐾], where 𝐷𝐷𝑖𝑖, 𝑖𝑖 = 1,⋯ ,𝐾𝐾  represents the sub-dictionary in 
class 𝑖𝑖. Once the representation vector α� = [α�1,⋯ ,α�𝐾𝐾] is calculated, the corresponding 
representation residual ‖𝑦𝑦 − 𝐷𝐷𝑖𝑖𝛼𝛼�𝑖𝑖‖2 could be used for classification, where 𝑦𝑦 denotes a 
query sample, 𝛼𝛼�𝑖𝑖 , 𝑖𝑖 = 1,⋯ ,𝐾𝐾  is the sub-vector associated with class 𝑖𝑖 . Let 𝑎𝑎𝑖𝑖,𝑗𝑗 , 𝑖𝑖 =
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1,⋯ ,𝐾𝐾, 𝑗𝑗 = 1, · · ·, 𝑛𝑛𝑖𝑖  denotes a training sample that is introduced by deep features in 
class 𝑖𝑖, we can form the training sample set 𝐴𝐴𝑖𝑖 = [𝑎𝑎𝑖𝑖,1, ⋯ , 𝑎𝑎𝑖𝑖,𝑛𝑛𝑖𝑖], 𝑖𝑖 = 1, · · ·, 𝐾𝐾. 
Then, we can learn the dictionary 𝐷𝐷 from the following extended sparse model: 

〈𝐷𝐷,𝑍𝑍〉 = argmin𝐷𝐷,𝑍𝑍 ∑ �‖𝐴𝐴𝑖𝑖 − 𝐷𝐷𝑍𝑍𝑖𝑖‖𝐹𝐹2 + 𝜆𝜆1‖𝑍𝑍𝑖𝑖‖1 + 𝜆𝜆2�𝐴𝐴𝑖𝑖 − 𝐷𝐷𝑖𝑖𝑍𝑍𝑖𝑖𝑖𝑖�𝐹𝐹
2

+𝐾𝐾
𝑖𝑖=1

𝑘𝑘∑ �𝑍𝑍�𝑗𝑗𝑇𝑇𝑍𝑍𝑖𝑖�𝐹𝐹
2

𝑗𝑗≠𝑖𝑖 �  

s. t.   ‖𝑑𝑑𝑛𝑛‖2 = 1,∀𝑛𝑛                                                                                                           (1) 
where, 𝑍𝑍 is the sparse code, 𝑍𝑍𝑖𝑖 is the sub-matrix with respect to 𝐴𝐴𝑖𝑖 over 𝐷𝐷, 𝜆𝜆1,  𝜆𝜆2 and 𝑘𝑘 
are weight factors. 
Once Eq. (1) is solved, we can obtain 𝑍𝑍𝑖𝑖 = [𝑍𝑍𝑖𝑖1;   ⋯ ;   𝑍𝑍𝑖𝑖

𝑗𝑗;  ⋯ ;   𝑍𝑍𝑖𝑖𝐾𝐾], where 𝑍𝑍𝑖𝑖
𝑗𝑗 indicates 

the coefficients of 𝐴𝐴𝑖𝑖  on 𝐷𝐷𝑗𝑗 ; 𝑍𝑍�𝑗𝑗 = [�̃�𝑧𝑗𝑗,1, ⋯ , �̃�𝑧𝑗𝑗,𝑛𝑛𝑗𝑗] where �̃�𝑧𝑗𝑗,𝑖𝑖 = 𝑧𝑧𝑗𝑗,𝑖𝑖 �𝑧𝑧𝑗𝑗,𝑖𝑖�⁄  is normalized 
coefficients and there are 𝑛𝑛𝑗𝑗 samples in 𝐴𝐴𝑗𝑗. 
Different from the traditional sparse representation-based classification (SRC) model 
[Wright, Yang, Ganesh et al. (2009)], we introduce the representation-constrained term 
𝜆𝜆2�𝐴𝐴𝑖𝑖 − 𝐷𝐷𝑖𝑖𝑍𝑍𝑖𝑖𝑖𝑖�F

2 and the coefficients incoherence term 𝑘𝑘 ∑ �𝑍𝑍�𝑗𝑗𝑇𝑇𝑍𝑍𝑖𝑖�𝐹𝐹
2

𝑗𝑗≠𝑖𝑖  in Eq. (1). 

3.1.1 The representation-constraint term 
For 𝐴𝐴𝑖𝑖  from class 𝑖𝑖 , we have 𝐴𝐴𝑖𝑖 ≈ 𝐷𝐷𝑍𝑍𝑖𝑖 . Since 𝐴𝐴𝑖𝑖  and class 𝑖𝑖  are closely related, it is 
naturally possible that 𝐴𝐴𝑖𝑖 can be represented by only using 𝐷𝐷𝑖𝑖. This indicates that there 
should be appropriate representation 𝑍𝑍𝑖𝑖𝑖𝑖 in 𝑍𝑍𝑖𝑖 so that �𝐴𝐴𝑖𝑖 − 𝐷𝐷𝑖𝑖𝑍𝑍𝑖𝑖𝑖𝑖�𝐹𝐹

2
 is small enough. 

3.1.2 The coefficients incoherent term 
Wright et al. [Wright, Yang, Ganesh et al. (2009)] found that the largest coefficients in 
the SRC model are associated with the training samples, which have the same class labels 
as the test samples. This means that we can reconstruct the test samples by a linear 
weighted combination of its own training samples with their corresponding largest 
coefficients. Similarly, the largest coefficients of 𝐴𝐴𝑖𝑖 are expected to be related to the sub-
dictionary 𝐷𝐷𝑖𝑖 . Therefore, in Eq. (1), minimizing the coefficients incoherence term 
𝑘𝑘 ∑ �𝑍𝑍�𝑗𝑗𝑇𝑇𝑍𝑍𝑖𝑖�𝐹𝐹

2
𝑗𝑗≠𝑖𝑖  can ensure that different dictionaries are independent of each other. This 

also means that the training samples of the same class will have similar coefficients 
vector over the learned dictionary 𝐷𝐷. 

Overall, minimizing the representation-constrained term �𝐴𝐴𝑖𝑖 − 𝐷𝐷𝑖𝑖𝑍𝑍𝑖𝑖𝑖𝑖�𝐹𝐹
2

 can ensure that 
the learned sub-dictionary has powerful reconstruction ability for the training samples, 
and minimizing the coefficients incoherence term 𝑘𝑘 ∑ �𝑍𝑍�𝑗𝑗𝑇𝑇𝑍𝑍𝑖𝑖�𝐹𝐹

2
𝑗𝑗≠𝑖𝑖  can encourage that for 

𝐴𝐴𝑖𝑖 and 𝐴𝐴𝑗𝑗, the largest coefficients are associated with their corresponding different sub-
dictionaries (i.e., 𝐷𝐷𝑖𝑖 and 𝐷𝐷𝑗𝑗, respectively), as shown in Fig. 2. 
In Fig. 2, the training samples marked with black and purple colors are coming from 
different class 𝑖𝑖 and class 𝑗𝑗; the black and purple atoms in the learned dictionary 𝐷𝐷 have 
different class label 𝑖𝑖 and class label 𝑗𝑗; the sparse coefficients of the training samples 
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marked with black and purple colors are plotted in the coefficients matrix with their 
corresponding largest values associated with the black and purple atoms in 𝐷𝐷. 
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The learned dictionary D
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Figure 2: Sparse representation illustration of the training samples over the learned 
dictionary 𝐷𝐷 

Therefore, these corresponding largest coefficients 𝐷𝐷𝑖𝑖 will not only ensure the minimum 
but also have rather small representation residual for 𝐴𝐴𝑖𝑖. Instead, without these largest 
coefficients, other sub-dictionaries will have big representation residuals of 𝐴𝐴𝑖𝑖. This also 
means that, over the learned dictionary 𝐷𝐷, the training samples which belong to the same 
class will have similar coefficients vector. Conversely, the training samples which belong 
to different classes will have completely different coefficients vector. Hence, the value of 
the object function in Eq. (1) will be minimized if the training samples can be sparsely 
represented by the dictionary atoms in their own sub-dictionaries. In summary, by 
combining the two introduced constraint terms, our modified model is expected to be 
more effective for classification. 

3.2 Supervised class-specific dictionary learning 
The object function in Eq. (1) is not convex to (𝐷𝐷,𝑋𝑋), but when the other one is fixed, it 
is convex for 𝐷𝐷 and 𝑋𝑋. Therefore, by alternatively optimizing 𝐷𝐷 and 𝑋𝑋, we can easily 
obtain the optimal solution of the objective function in Eq. (1). 

3.2.1 Update of 𝑍𝑍 
Once the dictionary 𝐷𝐷 is fixed, Eq. (1) can be treated as a sparse representation problem. 
This means that 𝑍𝑍 = [𝑍𝑍1, ⋯ ,𝑍𝑍𝐾𝐾]  can be easily computed and 𝑍𝑍𝑖𝑖 , 𝑖𝑖 = 1,⋯ ,𝐾𝐾  can be 
computed class by class. Note that all 𝑍𝑍𝑗𝑗 , 𝑗𝑗 ≠ 𝑖𝑖, are fixed when computing 𝑍𝑍𝑖𝑖.  
Hence, the objective function in Eq. (1) can be changed into the following form: 

min
𝑍𝑍𝑖𝑖

�‖𝐴𝐴𝑖𝑖 − 𝐷𝐷𝑍𝑍𝑖𝑖‖𝐹𝐹2 + 𝜆𝜆1‖𝑍𝑍𝑖𝑖‖1 + 𝜆𝜆2�𝐴𝐴𝑖𝑖 − 𝐷𝐷𝑖𝑖𝑍𝑍𝑖𝑖𝑖𝑖�𝐹𝐹
2

+ 𝑘𝑘∑ �𝑍𝑍�𝑗𝑗𝑇𝑇𝑍𝑍𝑖𝑖�𝐹𝐹
2

𝑗𝑗≠𝑖𝑖 �          (2) 

Eq. (2) can be rewritten as: 
min
𝑍𝑍𝑖𝑖

{𝜑𝜑𝑖𝑖(𝑍𝑍𝑖𝑖) + 𝜆𝜆1‖𝑍𝑍𝑖𝑖‖1}  (3) 

where 𝜑𝜑𝑖𝑖(𝑍𝑍𝑖𝑖) = ‖𝐴𝐴𝑖𝑖 − 𝐷𝐷𝑍𝑍𝑖𝑖‖𝐹𝐹2 + 𝜆𝜆2�𝐴𝐴𝑖𝑖 − 𝐷𝐷𝑖𝑖𝑍𝑍𝑖𝑖𝑖𝑖�𝐹𝐹
2

+ 𝑘𝑘∑ �𝑍𝑍�𝑗𝑗𝑇𝑇𝑍𝑍𝑖𝑖�𝐹𝐹
2

𝑗𝑗≠𝑖𝑖 . 
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It can be proved that 𝜑𝜑𝑖𝑖(𝑍𝑍𝑖𝑖) is convex with Lipschitz continuous gradient. The detailed 
proof is omitted here. The fast iterative shrinkage-thresholding algorithm (FISTA) [Beck 
and Teboulle (2009)] is utilized to solve Eq. (3), as shown in Tab. 1. 

Table 1: Learning sparse code 𝑍𝑍𝑖𝑖 
Algorithm of obtaining sparse codes 𝒁𝒁𝒊𝒊 
1. Input: the training sample set 𝐴𝐴𝑖𝑖  with label 𝑖𝑖; 𝐷𝐷 denotes dictionary; the parameters 𝜌𝜌, 𝜏𝜏 > 0. 
2. Initialization: �̂�𝑍𝑖𝑖

(1) ← 0  and 𝑡𝑡 ← 1. 
3. do 

 𝑡𝑡 ← 𝑡𝑡 + 1 
        𝑢𝑢(𝑡𝑡−1) ← �̂�𝑍𝑖𝑖

(𝑡𝑡−1) − 1
2𝜌𝜌� ∇𝜑𝜑𝑖𝑖 ��̂�𝑍𝑖𝑖

(𝑡𝑡−1)�, where ∇𝜑𝜑𝑖𝑖 ��̂�𝑍𝑖𝑖
(𝑡𝑡−1)� is the derivative of 𝜑𝜑𝑖𝑖 ��̂�𝑍𝑖𝑖

(𝑡𝑡−1)� w.r.t. �̂�𝑍𝑖𝑖
(𝑡𝑡−1). 

      �̂�𝑍𝑖𝑖
(𝑡𝑡) ← 𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡(𝑢𝑢(𝑡𝑡−1), 𝜏𝜏 𝜌𝜌� ), where 𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡(𝑢𝑢, 𝜏𝜏 𝜌𝜌� ) is defined in [Wright, Nowak and Figueiredo (2009)]: 

       �𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡(𝑢𝑢, 𝜏𝜏 𝜌𝜌� )�
𝑗𝑗

= �
0,                                  �𝑢𝑢𝑗𝑗�  ≤   𝜏𝜏 𝜌𝜌�  
𝑢𝑢𝑗𝑗 − 𝑠𝑠𝑖𝑖𝑠𝑠𝑛𝑛�𝑢𝑢𝑗𝑗� 𝜏𝜏 𝜌𝜌,�    𝑠𝑠𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑠𝑠𝑒𝑒

 

while convergence or the predefined iterations are not reached 
4. Output: �̂�𝑍𝑖𝑖 =  𝑍𝑍𝑖𝑖

(𝑡𝑡). 

3.2.1 Update of 𝐷𝐷 
Similarly, the dictionary 𝐷𝐷 = [𝐷𝐷1 ,    ⋯ ,𝐷𝐷𝐾𝐾]  is updated when 𝑍𝑍  is fixed. 𝐷𝐷𝑖𝑖 = [𝑑𝑑1,
⋯ ,𝑑𝑑𝑝𝑝𝑖𝑖] is updated class by class. Note that when 𝐷𝐷𝑖𝑖 is updating, all 𝐷𝐷𝑗𝑗, 𝑗𝑗 ≠ 𝑖𝑖 are fixed. 
Therefore, the objective function in Eq. (1) can be reduced as: 

min
𝐷𝐷𝑖𝑖

���̅�𝐴 − 𝐷𝐷𝑖𝑖𝑍𝑍𝑖𝑖�𝐹𝐹
2 + 𝜆𝜆2�𝐴𝐴𝑖𝑖 − 𝐷𝐷𝑖𝑖𝑍𝑍𝑖𝑖𝑖𝑖�𝐹𝐹

2
� , 𝑠𝑠. 𝑡𝑡.  ‖𝑑𝑑𝑙𝑙‖2 = 1, 𝑙𝑙 = 1,⋯ ,𝑝𝑝𝑖𝑖                             (4) 

where �̅�𝐴 = 𝐴𝐴 − ∑ 𝐷𝐷𝑗𝑗𝑍𝑍𝑗𝑗𝐾𝐾
𝑗𝑗=1,𝑗𝑗≠𝑖𝑖 ; 𝑍𝑍𝑖𝑖 represents the coefficient matrix of 𝐴𝐴 on 𝐷𝐷𝑖𝑖.  

Eq. (4) can be rewritten as: 

min
𝐷𝐷𝑖𝑖
��̿�𝐴𝑖𝑖 − 𝐷𝐷𝑖𝑖𝑋𝑋𝑖𝑖�𝐹𝐹

2
 , 𝑠𝑠. 𝑡𝑡.  ‖𝑑𝑑𝑙𝑙‖2 = 1, 𝑙𝑙 = 1,⋯ ,𝑝𝑝𝑖𝑖                                                            (5) 

where �̿�𝐴𝑖𝑖 = [�̅�𝐴𝐴𝐴𝑖𝑖], 𝑋𝑋𝑖𝑖 = �𝑍𝑍𝑖𝑖𝑍𝑍𝑖𝑖𝑖𝑖�. We can solve Eq. (4) by the dictionary learning algorithm 
proposed by Yang et al. [Yang, Zhang, Yang et al. (2010)], as described in Tab. 2. 

Table 2: Learning dictionary 𝐷𝐷𝑖𝑖 

Algorithm of obtaining sparse codes 𝑫𝑫𝒊𝒊 
1. Input: the training subset 𝐴𝐴𝑖𝑖  with class i; the initial dictionary 𝐷𝐷𝑖𝑖; the coefficients 𝑋𝑋𝑖𝑖 . 
2. Let 𝑋𝑋𝑖𝑖 = �𝑥𝑥1;  ⋯ ;  𝑥𝑥𝑝𝑝𝑖𝑖� and 𝐷𝐷𝑖𝑖 = �𝑑𝑑1, ⋯ ,  𝑑𝑑𝑝𝑝𝑖𝑖�, where 𝑥𝑥𝑗𝑗 , 𝑗𝑗 = 1,⋯ , 𝑝𝑝𝑖𝑖, is the 𝑗𝑗th vector of 𝑥𝑥𝑖𝑖 and 𝑑𝑑𝑗𝑗 , 𝑗𝑗 =

1,⋯ , 𝑝𝑝𝑖𝑖, is the 𝑗𝑗th  vector of 𝐷𝐷𝑖𝑖. 
3. For 𝑗𝑗 = 1 to 𝑝𝑝𝑖𝑖 do  

Fix 𝑑𝑑𝑙𝑙 , 𝑙𝑙 ≠ 𝑗𝑗 while update 𝑑𝑑𝑗𝑗 . Let 𝑌𝑌 = �̿�𝐴𝑖𝑖 − ∑ 𝑑𝑑𝑙𝑙𝑥𝑥𝑙𝑙𝑙𝑙≠𝑗𝑗 . The minimization of Eq. (5) becomes: min
𝑑𝑑𝑗𝑗
�𝑌𝑌 −

𝑑𝑑𝑗𝑗𝑥𝑥𝑗𝑗�𝐹𝐹
2    s. t.  �𝑑𝑑𝑗𝑗�2 = 1; 

Using the method proposed by Yang et al. [Yang, Zhang, Yang et al. (2010)], we could obtain the 
solution 𝑑𝑑𝑗𝑗 =  𝑌𝑌𝑥𝑥𝑗𝑗𝑇𝑇 �𝑌𝑌𝑥𝑥𝑗𝑗𝑇𝑇�2� . 

4. Output: updated 𝐷𝐷𝑖𝑖. 
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3.2.3 The whole dictionary 𝐷𝐷 learning algorithm 
The whole algorithm of dictionary learning can be found in Tab. 3. 

Table 3: The whole algorithm of dictionary 𝐷𝐷 learning 

The whole algorithm of obtaining dictionary 𝑫𝑫 

1. Initialize D. 
Initialize the 𝐷𝐷𝑖𝑖 with the eigenvectors of 𝐴𝐴𝑖𝑖. 

2. Update coefficients Z. 
Fix D and compute 𝑍𝑍𝑖𝑖 , 𝑖𝑖 = 1,⋯ ,𝐾𝐾, solve Eq. (1) using the method described in Tab. 1. 

3. Update dictionary D. 
Fix Z and update each 𝐷𝐷𝑖𝑖 , 𝑖𝑖 = 1,⋯ ,𝐾𝐾, solve Eq. (4) using the method described in Tab. 2. 

4. Go to step 2 until the value of the objective function is small enough. 
5. Output: Z and D. 

Fig. 3 illustrates the minimization process on the Weizmann dataset [Gorelick, Blank, 
Shechtman et al. (2007)]. Fig. 3(a) presents the convergence process of Eq. (1). Fig. 3(b) 
plots the curve of ∑ 𝜆𝜆2�𝐴𝐴𝑖𝑖 − 𝐷𝐷𝑖𝑖𝑍𝑍𝑖𝑖𝑖𝑖�𝐹𝐹

2𝐾𝐾
𝑖𝑖=1 , showing that 𝐷𝐷𝑖𝑖 represents 𝐴𝐴𝑖𝑖 well. Because 𝑍𝑍𝑖𝑖 

represents the sparse coefficients of 𝐴𝐴𝑖𝑖  over dictionary 𝐷𝐷, so 𝐴𝐴𝑖𝑖 ≈ 𝐷𝐷𝑍𝑍𝑖𝑖 . 𝑍𝑍𝑖𝑖  can be well 
represented by only 𝐴𝐴𝑖𝑖  in class 𝑖𝑖  because 𝑍𝑍𝑖𝑖  is related to class 𝑖𝑖 , which is in natural 
expectation. Therefore, there should exist a 𝑍𝑍𝑖𝑖𝑖𝑖 which makes �𝐴𝐴𝑖𝑖 − 𝐷𝐷𝑖𝑖𝑍𝑍𝑖𝑖𝑖𝑖�𝐹𝐹

2
 small enough. 

This term is able to keep the reconstruction error of coefficients 𝑍𝑍𝑖𝑖𝑖𝑖  under control. In 
addition, 𝜆𝜆2 is the scalar controlling the relative contribution of the corresponding term, 
so we can control the reconstruction error by adjusting 𝜆𝜆2. Fig. 3(c) plots the curve of 
∑ 𝑘𝑘∑ �𝑍𝑍�𝑗𝑗𝑇𝑇𝑍𝑍𝑖𝑖�𝐹𝐹

2
𝑗𝑗≠𝑖𝑖

𝐾𝐾
𝑖𝑖=1 , showing that the coefficients of different training samples are 

related with the corresponding sub-dictionaries. 

  
(a)                                                                     (b) 
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(c) 

Figure 3: The minimization process on the Weizmann dataset. (a) The iteration process 
of the proposed sparse model; (b) The curve of ∑ 𝜆𝜆2�𝐴𝐴𝑖𝑖 − 𝐷𝐷𝑖𝑖𝑍𝑍𝑖𝑖𝑖𝑖�𝐹𝐹

2𝐾𝐾
𝑖𝑖=1  vs. the iteration 

number; (c) The curve of ∑ 𝑘𝑘∑ �𝑍𝑍�𝑗𝑗T𝑍𝑍𝑖𝑖�𝐹𝐹
2

𝑗𝑗≠𝑖𝑖
𝐾𝐾
𝑖𝑖=1  vs. the iteration number 

3.3 The classification scheme 
When training, the dictionary 𝐷𝐷 can be used to denote the query sample y and complete 
the classification task. On the basis of different ways to learn the dictionary 𝐷𝐷, we can 
use different information to carry out the classification task. 
From the sparse classification model, we can learn the dictionary 𝐷𝐷 from the training 
dataset 𝐴𝐴. Thus, we propose the following model: 
𝛼𝛼� = argmin𝛼𝛼{‖𝑦𝑦 − 𝐷𝐷𝛼𝛼‖22 + 𝛾𝛾‖𝛼𝛼‖1}                                                                                (6) 
where 𝛾𝛾 is a fixed value. 
Denote 𝛼𝛼� = [𝛼𝛼�1, ⋯ , 𝛼𝛼�𝐾𝐾]T, where 𝛼𝛼�𝑖𝑖 is the coefficient sub-vector associated with sub-
dictionary 𝐷𝐷𝑖𝑖. During the learning stage, we have enforced the class-specific dictionary 
learning algorithm. Therefore, if y belongs to class i, the term�𝑦𝑦 − 𝐷𝐷𝑖𝑖𝛼𝛼�𝑖𝑖�2

2 may be small, 

while the term �𝑦𝑦 − 𝐷𝐷𝑗𝑗𝛼𝛼�𝑗𝑗�2
2, 𝑗𝑗 ≠ 𝑖𝑖 , is a big value. Finally, taking the discriminative 

ability of two added terms into account, the following metric can be defined to classify: 

𝑒𝑒𝑖𝑖 = �𝑦𝑦 − 𝐷𝐷𝑖𝑖𝛼𝛼�𝑖𝑖�2
2 + 𝑒𝑒∑ �𝑍𝑍�𝑗𝑗𝑇𝑇 𝛼𝛼��

𝐹𝐹
2 𝑛𝑛𝑗𝑗�𝑗𝑗≠𝑖𝑖                                                                          (7) 

where 𝑒𝑒 is a preset value. The classification can be completed by setting identity(𝑦𝑦) =
argmin𝑖𝑖{𝑒𝑒𝑖𝑖}. 

4 Experimental results and discussions 
In order to evaluate the performance of our sparse model, and to distinguish the 
effectiveness of our sparse model in terms of recognition accuracy, we conduct a detailed 
experimental research on benchmark datasets. The benchmark datasets used in our 
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experiments are Weizmann dataset [Gorelick, Blank M, Shechtman et al. (2007)], KTH 
dataset [Kim and Cipolla (2009)], and Cambridge-Gesture dataset [Dalal and Triggs (2005)]. 
We illustrate some human action examples of the three benchmark datasets in Fig. 4. 

4.1 Parameter settings 
In the all datasets, bounding boxes can be obtained from the method in Caetano et al. 
[Caetano, Santos and Schwartz (2016)], and trackers comes from the method in Fanello  
et al. [Fanello, Gori, Metta et al. (2013)], and the size of bounding boxes is set as M×N 
(M=80, N=64). Then, we adjust all sequences to 32 frames for all datasets that is similar 
to the scheme in Ali et al. [Ali and Shah (2010)]. To evaluate the classification accuracy, 
we employ the 5-fold cross-validation test on each dataset. The results are averaged under 
10 independent trials. 
Our model includes two stages. The former stage is dictionary learning, the latter is 
classification. In the former stage, we set 𝜆𝜆1 = 0.005, 𝜆𝜆2 = 1, 𝑘𝑘 = 0.01; while in the 
latter stage, we set 𝛾𝛾 = 0.01, 𝑒𝑒 = 0.05. 

(a)

(b)

(c)
 

Figure 4: Examples of three benchmark datasets: (a) The Weizmann dataset; (b) The 
KTH dataset; (c) The Cambridge-Gesture dataset 

4.2 Experiments on the Weizmann dataset 
Weizmann dataset consists of 93 video clips coming from nine different cases, and it has 
different forms of actions like one-hand-waving (Wave1), two-hands-waving (Wave2), 
galloping sideways (Side), walking (Walk), running (Run), bending (Bend), jumping 
(Jump), jumping jack (JumpJ), jumping in place (JumpP). The camera is fixed, and the 
background is simple and there is no occlusion of actions. Some action examples are 
given in Fig. 4(a). 
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Eight subjects are used for training, and the remaining subjects are used for testing. The 
average confusion matrix of nine different actions is presented in Fig. 5. Fig. 5 shows that 
our sparse model performs well. For instance, the recognition rate of some actions is 
absolutely 100%, such as “Bend” and “Wave2”. While for other actions, for example 
“Side”, “Run” and “Walk”, they are relatively complex. Unfortunately, the recognition 
accuracy of “Side” falls to 89%. A possible reason is that this behavior relies heavily on 
contextual information. 
The accuracy of three different action recognition descriptors, i.e., HOG (histogram of 
gradients) and HOF (histogram of optical flow), HWOM (histograms of weber 
orientation magnitude) and HOF, Deep CNN descriptors are presented in Tab. 4. To make 
the comparison fair, all the used features are integrated with the sparse model that we 
proposed for the following action classification. We can see from Tab. 4 that each of the 
action features offers discriminative ability for action classification. The HWOM and 
HOF descriptor outperforms the traditional HOG and HOF descriptor, the reason is that 
the form descriptor of HWOM and HOF descriptor is constructed on the basis of the 
original WLD map. The Deep CNN descriptor achieves the best accuracy (marked with 
bold font). Therefore, the sparse model that we proposed is more effective for action 
classification than others. 

 
Figure 5: Average confusion matrix of different actions on the Weizmann dataset 

Table 4: Accuracy of different descriptors on the Weizmann dataset 

Descriptors Accuracy (%) 
HOG and HOF 90.2 
HWOM and HOF 92.0 
Deep CNN 96.7 

To further evaluate the performance of our model, we compare the accuracy of different 
classifiers on the Weizmann dataset, and the results are plotted in Fig. 6. It can be seen 
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from Fig. 6 that our model has stronger discriminative ability than the traditional SVM 
and SRC. When neither the representation-constrained term nor the coefficients 
incoherence term is removed, the recognition rate will decrease slightly (Note that WDR 
and WDCI stands for the sparse model without the dictionary representation-constrained 
term and the dictionary coefficients incoherence term, respectively). Tab. 5 lists the 
results of recognition accuracy using different methods on the Weizmann dataset, which 
further validates the effectiveness of our method. 

 
Figure 6: Accuracy of different classifiers on the Weizmann dataset 

Table 5: Comparison of accuracy using different methods on the Weizmann dataset 

Methods Accuracy (%) 
Our method 96.7 
Ali and Shah (2010) 95.8 
Junejo, Dexter, Laptev et al. (2010) 95.3 
Yang, Zhang, Feng et al. (2011) 96.4 
Wang, Yuan, Hu et al. (2012) 96.7 
Castrodad and Sapiro (2012) 95.2 
Jiang, Lin and Davis (2013) 95.4 
Fanello, Gori, Metta et al. (2013) 96.7 
Lu and Kudo (2014) 95.6 
Zhang, Xu, Shi et al. (2015) 95.6 
Caetano, Santos and Schwartz (2016) 96.3 
Cherian, Fernando, Harandi et al. (2017) 97.5 
Yang, Chang, Luo et al. (2017) 96.2 
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4.3 Expeiments on the KTH dataset 
The videos background of the KTH dataset is relatively complex compared with the 
Weizmann dataset. There are six different kinds of actions including hand waving 
(HWav), hand clapping (HClap), boxing (Box), walking (Walk), jogging (Jog), and 
running (Run). This database includes indoor and outdoor cases. Totally it has 599 video 
clips, which is enough for training. Some action examples are given in Fig. 4(b). 
Fig. 7 presents the average confusion matrix of six different actions. We can see from Fig. 
7 that four actions can be detected by our model. Unfortunately, it is difficult to 
discriminate the “Jog” and “Run” actions. The reason is that “Jog” and “Run” are quite 
similar. Similarly, our model cannot discriminate the “HWave” and “HClap” actions, 
which also seems the same. 

 
Figure 7: Average confusion matrix of different actions on the KTH dataset 

Tab. 6 lists the accuracy of HOG and HOF, HWOM and HOF, and Deep CNN descriptor. 
The best accuracy is marked with bold font. Obviously, the Deep CNN descriptor can 
provide much better feature representation than others. The reason is that the motion 
context is merged into the Deep CNN descriptor. Fig. 8 presents the accuracy of different 
classifiers on the KTH dataset. It is clear that our method obtains higher recognition rate 
than the traditional SVM and SRC on the KTH dataset. Similarly, when neither the 
representation-constrained term nor the dictionary incoherence term is removed, the 
recognition rate of WDR or WDCI will be slightly lower than our method. The results of 
recognition accuracy using different methods on the KTH dataset is presented in Tab. 7. It 
can be seen from Tab. 7 that our model can obtain competitive results with other state-of-
the-art algorithms. 

Table 6: Accuracy of different descriptors on the KTH dataset 

Descriptors Accuracy (%) 
HOG and HOF 88.4 
HWOM and HOF 89.2 
Deep CNN 94.2 
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Figure 8: Accuracy of different classifiers on the KTH dataset 

Table 7: Comparison of accuracy using different methods on the KTH dataset 

Methods Accuracy (%) 
Our method 94.20 
[Ali and Shah (2010)] 94.22 
[Junejo, Dexter, Laptev et al. (2010)] 93.60 
[Yang, Zhang, Feng et al. (2011)] 94.00 
[Wang, Yuan, Hu et al. (2012)] 94.17 
[Castrodad and Sapiro (2012)] 92.80 
[Jiang, Lin and Davis (2013)] 93.10 
[Fanello, Gori, Metta et al. (2013)] 93.17 
[Wang, Sun, Liu et al. (2013)] 92.36 
[Lu and Kudo (2014)] 93.30 
[Zhang, Xu, Shi et al. (2015)] 93.23 
[Caetano, Santos and Schwartz (2016)] 93.80 
[Cherian, Fernando, Harandi et al. (2017)] 93.90 
[Yang, Chang, Luo et al. (2017)] 93.50 

4.4 Expeiments on the Cambridge-Gesture dataset 
To further distinguish the effectiveness of our model, we conduct experiments on the 
Cambridge-Gesture dataset. The Cambridge-Gesture dataset consists of 900 image videos 
of nine different hand gestures including V-shape-leftward (VLeft), V-shape-rightward 
(VRight), V-shape-contract (VCont), flat-leftward (FLeft), flat-rightward (FRight), flat-
contract (FCont), spread-leftward (SLeft), spread-rightward (SRight), and spread-contract 
(SCont). Some action examples are given in Fig. 4(c).  
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The videos under single plain illumination are used for training, and the videos under 
other illuminations are used for testing. The average confusion matrix on the Cambridge-
Gesture dataset is presented in Fig. 9. It can be seen from Fig. 9 that different actions 
have different performances. Fig. 9 implies that the “FLeft”, “FCont”, and “VLeft” 
actions are more easily discriminated than other actions. 
The accuracy of three different descriptors is shown in Tab. 8. Compared with the 
traditional HOG and HOF descriptor, both HOWM and HOG and deep CNN descriptors 
can offer much more discriminative ability. We can find from Tab. 8 that the accuracy of 
our selected features raises up to 82.11%. This is because the deep network information is 
fused with our model. Therefore, the Deep CNN descriptor will provide richer 
representation, which can greatly increase the classification rate. Similarly, our method 
performs better than SVM and SRC, as shown in Fig. 10. However, different from the 
performance on the Weizmann and KTH datasets, the accuracy using SRC is approximate 
to that based on SVM. Moreover, the accuracy using WDR is only slightly higher than that 
of SVM. When the dictionary incoherence term is removed, the accuracy using WDCI 
remains the same as that of our model. This means that on the Cambridge-Gesture dataset, 
WDCI has the same classification ability as our model. The overall average accuracy is 
82.11%, which is comparable to several state-of-the-art methods, as shown in Tab. 9. 

 
Figure 9: Average confusion matrix of different actions on the Cambridge-Gesture dataset 

Table 8: Accuracy of different descriptors on the Cambridge-Gesture dataset 

Descriptors Accuracy (%) 
HOG and HOF 76.12 
HOWM and HOG 79.18 
Deep CNN 82.11 
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Figure 10: Accuracy of different classifiers on the Cambridge-Gesture dataset 

Table 9: Comparison of accuracy using different methods on the Cambridge-Gesture dataset 

Methods Accuracy (%) 
Our method 82.11 
[Kim and Cipolla (2009)] 82.00 
[Yang, Zhang, Feng et al. (2011)] 82.19 
[Castrodad and Sapiro (2012)] 80.56 
[Jiang, Lin and Davis (2013)] 81.06 
[Zhang, Xu, Shi et al. (2015)] 82.00 
[Yang, Chang, Luo et al. (2017)] 81.57 
[Lu, Wang and Zhou (2017)] 65.00 
[Tu, Yue, Zhou et al. (2017)] 66.00 
[Hou, Li, Wang et al. (2018)] 82.14 

5 Conclusion 
In this paper, we present a novel sparse representation model for recognizing human 
actions under complex environments. Following the popular feature extraction approach, 
the deep CNN approach is firstly applied to action recognition area. Then, we design a 
modified sparse model to learn a dictionary used for classification. The two terms 
introduced in our sparse model, i.e., the representation-constrained term and the 
coefficient incoherence term, can ensure that the learned dictionary has stronger 
discriminative ability than other state-of-the-art models. Finally, a corresponding 
classification scheme is presented on the basis of the proposed sparse model. Experiment 
results on three benchmark datasets verified that our framework works well, and the 
proposed sparse model can make classification more effective. 
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