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Abstract: ECG signal is of great importance in the clinical diagnosis o
diseases. The abnormal origin or conduction of excitation is the elgg
mechanism leading to arrhythmia, but the type and frequency of
important indicator reflecting the stability of cardiac electric
practice, arrhythmic signals can be classified according to thgforigi
frequency of excitation, or the transmission of excitatiop j

MIT-BIH database as training sets. A 36-laye
trained based on Caffe framework to clas
experimental results show that it can or even exceed the level of a senior
cardiologist in judging three diseases: FI
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1 Introduction

CG is a macroscopic record of depolarization and repolarization of

C hich objectively reflects the physiological status of various parts of the
heart to a glrtain extent, therefore it is of great significance in clinical medicine. In
clinical practice, arrhythmic signals can be classified according to the origin of excitation,
the frequency of excitation, or the transmission of excitation. ECG arrhythmia detection
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is essential for the early diagnosis of heart disease.

1. Power frequency interference: Human Distributed Capacitance, which is caused by
power frequency and magnetic field belong to the interference sink of electrode lead circuit,
produces interference confluence, and it has a frequency of 50 Hz (or 60 Hz) power
frequency and its amplitude is low, it is showed by the electrocardiogram regularity of fine
wavelet ripple. This interference often obscures the small transitions in the original ECG
and affects the electrocardiogram diagnosis [Shirbani and Setarehdan (2013)].

2. Baseline drift [Chouhan and Mehta (2007)]: When the body breathes, the organs and
tissues in the thoracic cavity will change to a certain extent. When the electrodads not fixed

body surface. Its frequency is generally lower than 1 Hz, showing thg
periodically with respiration. It is very difficult to analyze and recg@aj

activities and muscle tension, its wide frequency
wavelet lines on the electrocardiogram, which con
the small error, making the electrocardiogra
identify and diagnose [Wang, Xu and He (20151,

Therefore, it is also very difficult to detect arrh

arrhythmias, while Kiranyaz et
27, Ince and Hamila (2015)], Acharya
fjita and Lih (2017] and others use
d classify arrhythmias. The classification

47 clinical patients, there are 48 groups sets of annotated ECG
recording W2. The 48 records are all slightly over 30 minutes long. The 25 male
subjects wefe from 32 year-old to 89 year-old, and the 22 women were from 23 year-
old to 89 year-old. (Records 201 and 202 were from the same male subject.) Sampling
rate is 360 Hz and sampling accuracy is 11 bits by 0.1 Hz-100 Hz bandpass filter
[https://www.physionet.org/physiobank/database/html/mitdbdir/mitdbdir.htm].

In this investigation, a 36-layer convolutional neural network depth learning algorithm
based on Cafe depth learning framework is used to implement ECG classification (as
shown in the Fig. 1); MIT-BIH database provided by MIT is used in training; access to
data from MIT-BIH database by MATLAB ; using the adaptive filtering to reduce the
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noise; QRS wave group detection is realized by wavelet transform; and The ECG rhythm
is intercepted by fixed windows (R N or N=60). The authors compared the judgments of
cardiologists. The method proposed in this article can reach or even exceed the level of
cardiologists in the classification of three abnormalities: AFIB, AFL and IVR.

However, arrhythmia testing wusually requires patients to wear a dynamic
electrocardiograph and other equipment to record their ECG for a long time, usually 24
hours or more. Such a large amount of data is challenging for doctors to diagnose and
analyze in a short time, and there is also the possibility of misjudgment because doctors
usually judge the morphological changes of ECG by observation. Therefore, the

-layer Convolutional Neural Network

I

Arrhythmia Detection

Figure 1: Arrhythmia classification detection based on convolutional neural network

2 Model & data
2.1 Design framework

According to Fig. 2, a 36-layer convolutional neural network depth learning algorithm based
on Cafe depth learning framework was proposed in this study through reading MIT-BIH
database data, data are preprocessed, data sets are constructed, and classification models are
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trained according to the trained model. To further explain, data pre-processing includes
using adaptive filtering for noise reduction; data set construction includes constructing
training set and test set; training is in the framework of caffe, then using random initial
weight, training from scratch; finally, ECG arrhythmias are classified by the trained model.

MIT-BIH Database

Y

Data Preprocess

A 4

Build Data Set

igure: Design of the experimental framework
2.2 Data pr
Firstly, zaadi ts of the MIT data record format file and transforming it into
JPG database is read through MATLAB. There are 48 record groups.

two channels, MLII places usually in the first channel, but some

others nOWF or convenience, only the record group of MLII in the first channel is selected.

Due to the Performance of cardiac electrical activity on the human body surface, ECG
signal is generally weak, with its amplitude of 10 V~5 V, and its frequency of 0.05~100
Hz. It is very vulnerable to the influence of the external environment. In the process of
acquisition, amplification and transmission, there will be a lot of interference coupled to
the ECG signal, which greatly reduces the signal-to-noise ratio of ECG signal and will
have a great influence on the reliability of anomaly detection of the rhythm [Shirbani and
Setarehdan (2013)]. These interfering signals mainly include power frequency
interference, baseline drift and EMG interference. Therefore, the proposed method
combines morphological filtering [Gang (1999); Lulu, Lin and Yuliang (2012)] and
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wavelet transform [Sahambi, Tandon and Bhatt (1997); Benzid, Marir and Boussaad
(2003); Saritha, Sukanya and Murthy (2008)] to filter low-frequency noise and high-
frequency noise. ECG signal preprocessing method is shown in Fig. 3.

Original Input

Baseline Drift filtered by daptive ECG Signal after filtering

morphological filter Filter
ECG Signal ———> Reference Input

High frequency noise filtered by

wavelet transformation

Figure 3: ECG data preprocessi

2.3 Data set construction
2.3.1 Introduction of MIT-BIH database

To save storage space, the MIT-BIH database uges a custom unique file format. In 48 sets
of ECG records, each set of records is compose@@of three fjles, that are header file (.hea),
data file (.dat) and annotation file (.atr). The thre uniformly numbered. The first
24 ECG records were numbered from 124, and the last 24 ECG records were
numbered from 200 to 234. Some of the sed. The complete original data file
is shown below (Fig. 4).

100.atr 1$at 100.hea 101.atr 1;jat 103.atr 1‘(;jat 103.hea 104.atr 10‘4?.;( 104.hea 105.atr 153( 105.hea
106.atr 1;3( 106.hea 107.atr 108.atr 108.hea 109.atr 1‘(;jat 109.hea 111.atr 1:2;( 111.hea 112.atr 113( 112hea
113.atr 1$al 113.hea 1:)dat tr 1ﬁat 115.hea 116.atr 1‘:jat 116.hea 17.atr 11‘72;( 117.hea 118.atr 12131 118hea
119.atr H‘ejat 121hea 122.atr 1;5( 122.hea 123.atr 1‘2.3jat 123.hea 124.atr 1:12;( 124.hea 200.atr zzzat 200.hea
201.atr 202hea  203.atr 2;5( 203hea  205.atr 2‘(;jat 205.hea 207.atr 20‘72;( 207.hea 208.atr z::m 208.hea
209.atr d g 210hea  212atr ;:at 212hea  213atr ;;at 213.hea 214.atr ztﬂjat 214.hea 215.atr ;:m 215.hea
217.atr 217.dat 219.atr 219.dat  219hea  220.atr zzat 220hea  221atr 2‘2.1jat 221.hea 222.atr zz‘zjat 222.hea 223.atr 2;;1 223.hea
228.atr 2;:3( 228.hea 230.atr 2::at 230hea  231latr 2:5( 231hea  232atr zzjat 232.hea 233.atr zz‘ajat 233.hea 234.atr 2;13( 234.hea

Figure 4: MIT-BIH data reading
For example, the filenames of the three files recorded by ECG 100 are: 100. hea, 100. dat,
and 100. atr. The three file formats are as follows:

1. Header file (.Hea) consists of one or more lines of ASCII codeword. Recorded
information includes file name, lead number, sampling rate, data points, gain,
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storage format, etc., the header files with “#” at the beginning of the annotation line
are generally used to explain the patient's medication situation.

2. Data file (.dat), data stored in binary, two data per three bytes, the length of data is
12 bits. MIT-BIH database data storage formats are Format 8, Format 16 and Format
80, Format 212, Format 310 and so on. The arrhythmia database used in this study
utilizes Format212 format uniformly.

3. Annotation file (.atr) is stored in binary form and the diagnostic information of ECG
experts is recorded on the corresponding ECG signals. There are two main formats,
MIT format and AHA format. The length of each comment of MIT forma&accupies an
even number of bytes; AHA format with 16 bytes of space. MIT formd
arrhythmia database in this paper. The MIT format is stored in suck
byte of the first two bytes of each comment unit is the least si
bits of the 16 bits represent the comment type code, and the iR i indicate
the time at which the comment point occurred or auxili

In this investigation, we use the MATLAB program pr
extract R-wave pictures, so as to only select the data wg d to exclude 102
and 104 of 48 groups without MLII leads, and 114
(easy to error). Finally, the total number of selg€ted signal gr@¥ps is 45. The specified
resolution is 256*256, and one of the R waves ol data lOOtj is shown in Fig. 5:

Figure 5: R wave sample plot

The locationt of the main wave R peak of the QRS wave group is the key step of the ECG
signal waveform detection. In this investigation, we locate R wave [Narayana and Rao
(2011)] by detecting the modulus maxima of R waves. At the peak of R wave, 60 points
(121 data points) are taken from left and right, and a sample image is generated with a
size of 256*256. The curve is black and the base image is white. The sample plots
extracted through this method are shown in Fig. 6:
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2.3.3 Construction of training set and test set
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Figure 6: extracted sample
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Data sets can be categorized into training set trajfi and test set.

2.4 Model

The human brain is a highly complex in

number of biological neurons through
(ANN) is similar to the human Jjgai

Figure 7: ANN Schematic diagram
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Figure 8: Network frame structure

External data is input to the input layer, and the wiring represents the weights. There may
be one or more hidden layers in the middle, and finally an output layer. Some artificial
neural networks, such as BP neural network, are similar to a black box. Given input x and
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output o, the network learns the best weight by itself through forward propagation and
backward propagation. This is the learning process. However, the biggest problem of the
traditional artificial neural network is that the weight is too much, therefore the model is
very large, and the calculation efficiency is very low. In 2006, Geoffrey Hinton, the
father of in-depth learning, put forward convolutional neural network, using convolution,
pooling and other methods [Lecun, Bengio and Hinton (2015)]. The network weight (i.e.,
the number of connections between nodes) was effectively reduced, and the network
accuracy was greatly improved. It has brought about revolutionary progress in artificial
1nte111gence Based on the latest achievements of convolutlonal neural network and Caffe

ample the input sent by
odd numbers twice down, so the final sampl injes down on the initial input.

When the residual unit is down-sampled, the co igg residual unit short-cut is also
Pooling) is used. The match is
ation and matching between different

Figure 10: Laminated structure
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After the above model is established, the training set based on MIT-BIH database is trained
by Adam method [Wilson, Roelofs and Stern (2018)]. The Adam method is the Adaptive
Moment Estimation, and it can calculate the adaptive learning rate of each parameter.
Similar to the stochastic gradient descent method, it is a way to adjust the model updating
weights and deviation parameters. In practical application, the Adam method has a good
effect. Compared with other adaptive learning rate algorithms, it has faster convergence
speed and more effective learning effect, and it can correct the problems existing in other
optimization techniques, such as the disappearance of learning rate, slow convergence or
high variance parameter updating resulting in large fluctuation of loss function.

Then the training model is used for classification.

3 Result

The data in the MIT-BIH database is read by MATLAB,
obtained as shown in Fig. 11(a). The data obtained from t
adaptive filtering is shown in Fig. 11(b). It is evident th
frequencies and the burr at high frequencies are well s

Originalgfiha

y |

Denosied signal

(b)
igure 11: contrast before and after ECG signal preprocessing

After model training, the results were compared with those of the cardiologist, as shown
in Tab. 1:



Automatic Arrhythmia Detection Based on Convolutional Neural Networks 507

Table 1: Comparison of the convolutional neural network test results and cardiology
results [Rajpurkar, Hannun and Haghpanahi (2017)]

Model Cardiologist
AFIB 0.562 0.515
AFL 0.707 0.635
BIGEMINY 0.766 0.837
IVR 0.683 0.632
SINUS 0.714 0.847

As can be seen from Tab. 1, the classification results based on
network proposed in this study have exceeded the accuracy of hu
analysis and judgment of three types of arrhythmias: AFIB, AE¥ andyVR. Wgsiccuracy
of BIGEMINY and SINUS is slightly lower than that of a ca i

4 Discussion
Based on the universal problem of cardiovasculard i orld and the need of

denoising and classification of ECG signal the breakthrough point, the adaptive
filtering is chosen to denoise and the convoluti etwork is chosen as research
methods. Aiming at the research of R arrh i

ayer convolutional neural network proposed
£ analysis and judgment of three types of
the accuracy of judgment of other types of
gxt work will continue to optimize this algorithm.

detect the QRS wave group if the ECG signal is superimposed
|. The accurate detection of QRS wave group is the basis of the
methods. Therefore, it is very important to improve the

zing the structure and parameters of convolutional neural network and
ad more applicable network structure are also important aspects to improve
ation accuracy of arrhythmia. In addition, it is vital to apply the proposed
method to Holter's actual measurement and analysis, and further verify the reliability of this
method by the measured data. The next step is to collect, record and store the ECG signals
of patients with arrhythmias in the hospital. The data obtained will be applied to test the
method proposed in this study, in order to increase the classification range of arrhythmias,
and to strive to further improve the accuracy of classification of other types of arrhythmias.

On the other hand, the proposed method needs a strong computing power to complete,
and cannot be directly applied to wearable devices with weak computing power. In order
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to realize the practical application of wearable devices, the lightweight optimization of
the network is also needed. Applying arrhythmia classification method to portable
devices will have a higher value, which will be a very important direction in the future.
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