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Abstract: The images capture in a bad environment usually loses its fidelity and
contrast. As the light rays travel towards its destination they get scattered several
times due to the tiny particles of fog and pollutants in the environment, therefore
the energy gets lost due to multiple scattering till it arrives its destination, and this
degrades the images. So the images taken in bad weather appear in bad quality.
Therefore, single image haze removal is quite a bit tough task. Significant
research has been done in the haze removal algorithm but in all the techniques,
the coefficient of scattering is taken as a constant according to the homogeneous
atmosphere but in real time this does not happen. Therefore, this paper introduces
a simple and efficient method so that the scattering coefficient becomes variable
according to the inhomogeneous environment. Then, this research aims to remove
the haze with the help of a fast and effective algorithm i.e., Prior Color Fading,
according to the inhomogeneous environmental properties. Thereby, to filter the
depth map, the authors used a weighted guided image filtering which removes
the drawbacks of guided image filter. Afterwards the scattering coefficient is made
variable according to the inhomogeneous atmosphere and then the Simple Color
Balance Algorithm is applied so that the readability property of images can be
increased. The proposed method tested on various general outdoor images and
synthetic hazy images and analyzed on various parameters Mean Square Error
(MSE), Root Mean Square Error (RMSE), Peak Signal to Noise Ratio (PSNR),
Mean Structural Similarity (MSSIM) and the Universal Objective Quality Index
(UQI). Experimental results for the proposed method show that the proposed
approach provides better results as compared to the state-of-the-art haze removal
algorithms.
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1 Introduction

Images recorded in foggy and hazy weather can be corrupted by scattering of atmospheric particles,
which decreases the contrast, changes the color, and transforms the features of images in such a way that
are difficult to identify by human vision and some outdoor systems based on computer vision. Therefore
image dehazing is an essential and significant issue that has been widely researched so that an improved
and better algorithm can be formed to eliminate this issue. The purpose of image dehazing is to eliminate
the effects of weather factors in order to enhance the visual effects of the images and provide benefits for
post-processing.

Many and very diverse applications have emerged in the last years, which can benefit from
improvements in image processing, such as those related to video surveillance [1], visual question
answering [2], automatic image annotation [3,54], activity recognition [4], some specific to mobile
devices as location recognition [5] and mobile visual recognition [6], intelligent vehicles [7], etc.

Consequently, many techniques on image processing and specifically on image dehazing have been
developed over the past decade [8], as described in Section 2 of this paper. Given the nature and
requirements of some applications (video surveillance, location recognition, etc.), simple and quick
methods are preferred. Some of the dehazing techniques [9—11] use a physical model of the deteriorated
images to restore them. The physical reasons that have caused the image degradation are studied and
modelled, and an inverse model is used to restore the image. The present research is based on the method
proposed by Zhu et al. [11] that uses a linear model for modeling the scene depth using the brightness
and the saturation of the hazy image. The parameters of the linear model are learnt by a supervised
learning method. Although this method is simple providing efficient and good dehazing results, as
required by some applications, it presents the drawback of considering the atmospheric scattering
coefficient as constant, while atmospheric conditions may not be homogeneous [11]. Besides, the guided
image filter used in this method does not remove halo artifacts from the image. Another simple method is
the one proposed by He et al. [12], which uses a dark channel prior algorithm but does not work when
there are white objects in the scene.

Therefore, taking Zhu et al. [11] method as the base, we propose a new method that removes the haze
according to the inhomogeneous environmental properties. Unlike other previous methods, which take the
scattering coefficients to calculate the transmission map as constant, our method uses a variable scattering
coefficient that adapts to inhomogeneous environments. The method is described in Section 3 of this
paper. It is tested on various hazy images and compared with other simple methods as He et al. [12] and
Zhu et al. [11]. In this paper Prior Color Fading method is used to remove the haze according to the
inhomogeneous environmental properties. Afterwards the scattering coefficient is made variable according
to inhomogeneous atmosphere using f = f'e ™) where f/ = 1 and o is a constant whose value is
between 0 and 1 according to inhomogeneous atmosphere.

As shown in Section 4 of this paper, by using ground truth images and calculating common metrics, it is
proved that the proposed method presents better image quality assessment parameters than the other ones.

2 Related Work

There are different approaches for image dehazing: image enhancement methods, image fusion methods
and image restoration methods [8]. Image enhancement methods upgrade the image quality by strengthening
the image contrast directly. These methods are classified as histogram equalization [13,47,48], the Retinex
method and frequency domain enhancement method. The method based on equalization of histogram
strengthens the hazy image contrast by increasing the dynamic range of the gray values. Histogram
equalization is further divided into global histogram equalization and local histogram equalization [14—
16,49-52]. Global histogram equalization is a simple method and is suitable for overall enhancement of
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bright and dark images. This method is highly efficient but it is difficult to restore the optimal value for each
local area. Local histogram equalization is suitable for processing of hazy images with changeable depth of
field, but local block effects exist and there is a large calculation complexity. The algorithms that are based on
Retinex [17—18] are currently being used in the field of image enhancement for applications such as removal
of shadow and removal of haze. Its principal concept is based upon obtaining the reflection properties of the
objects from the influence of light on the image and it provides a model for describing the color invariance.
The Retinex method is further divided into two types: single-scale Retinex [19] and multi-scale Retinex [20].
In frequency domain transform method a high pass filter is used for image filtering to suppress low
frequencies and enhance high frequencies. Frequency domain methods include homomorphic filtering
[21], the wavelet transforms [22] and the curvelet transform [23-24].

Image fusion is the technique based on the integration of all the relevant information from multiple
source channels into a single and high quality image. Fusion strategies maximize the extraction of
information from each channel such that the image information utilization can be improved. In this
method fusion can be done with multi spectral images [25] or with a single image [26—28,52]. Schaul
et al. [25] propose a method for fusing a visible and also a near-infrared image, which belongs to the
same image, to help in obtaining a de-hazed color image. This method does not require the detection of
any haze and air-light. It does not require the generation of any depth image maps neither. Ancuti et al.
[26] introduce a strategy that is based on a fusion technique that takes as inputs two adapted versions of
the original image. These images are weighted with the help of specific maps such that high accurate
haze-free results can be obtained.

Image restoration based methods explore the reason for image degradation and analyze the imaging
scheme, then recover the scene by an inverse transformation. In this method, single-image de-hazing
along with additional information can be done by knowing the information of the scene [9], user’s
interaction [29] or by machine learning methods [10,11,30,51]. In multi-image de-hazing methods, the
depth or detailed information can also be estimated using two or more different images that belong to the
same scene. The recovery principle used by this method can be divided into two categories: different
polarization filters [31] and different weather conditions [31-36]. Specifically, Schechner et al. [31]
present an approach that is able to work under different atmospheric and viewing conditions. In this
method, the formation of the image is deeply analyzed and the polarization effects of atmospheric
scattering were also taken into account. This method can even work with only two different images,
which are captured using a polarizer at different orientations. In this research, video de-hazing technique
is used. The flickering artifacts are reduced by making the transmission values temporally coherent in a
de-hazed video sequence.

Single image de-hazing with prior knowledge methods are based on priors or constraints. These include
the algorithm of Tan [37], which can maximize the local contrast with single image only, but easily results in
over color saturation in images along with heavy haze. Fattal’s [38] method uses independent component
analysis and a Markov random field to dehaze the image. It can produce good results when there is
sufficient color information while in cases where the original assumption stands invalid, it can fail. The
method proposed by Kratz et al. [39] uses Factorial Markov random field to compute the depth map
information. This method is able to recover haze free images along with fine details but the results that
are derived are often over enhanced and may suffer from oversaturation. He’s et al. [12] method is based
upon the usage of the dark channel approach to make the hazy image haze free. This method is simple
and keeps high fidelity of the natural scene, but it is invalid when there are white objects. Tarel and
Hautiere method uses contrast based enhancement approach for removing the haze effects. It helps in
simplification of the dehazing process and also helps in efficiency improvement but many of the
parameters used in the algorithm cannot be adjusted adaptively [40]. Kim’s et al. [41—42] method can
keep the balance between contrast enhancement and information loss, but it is not suitable for image
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dehazing with thick fog. Zhu et al. [43] propose a powerful technique for removal of haze from a single input
image. The authors create a linear model for scene depth modelling of the hazy image and use supervised
learning algorithms. With the help of these supervised learning algorithms, the depth information is
recovered. Experimental results show that the approach is highly efficient. Li et al. [44] introduce weighted
guided image filter (WGIF). WGIF is developed by incorporating edge-aware weighting into an existing
guided image filter (GIF). The WGIF technique can be used for haze removal in a single image and
enhancement of image details. Zhu et al. [11] propose a powerful method based on color attenuation prior
to the creation of a linear model for scene depth of hazy images. In this method, a de-hazed image is
formed which is based on the depth map, scattering coefficient and transmission map of hazy input image.
This method is fast and achieves good results but it has some drawbacks. The scattering coefficient in this
method is taken as constant assuming that the environment is homogeneous but this does not correspond to
reality. Besides, the guided image filter used in this method does not remove halo artifacts from the image.

In [11] Zhu et al. shows the procedure of how a de-hazed image is formed, provided a hazy image as
input. Taking this method as the base, we propose a new method that removes the haze according to the
inhomogeneous environmental properties. Unlike other previous methods, which take the scattering
coefficients to calculate the transmission map as constant, our method uses a variable scattering
coefficient that adapts to inhomogeneous atmosphere conditions, showing better results experimentally.

3 Proposed Method

As above mentioned, Zhu et al. [ 11] propose a powerful method of color attenuation prior to the creation
of a linear model for scene depth based on hazy images. This method runs fast and achieves good results but
it has drawbacks as it depends on the scattering coefficient and depth map to achieve the transmission map,
and the scattering coefficient is considered as a constant according to homogeneous atmosphere, but actually
atmosphere is not homogeneous. The developed methods, which utilize the scattering coefficients to
calculate the transmission map, take the coefficients as constant. In the present paper, the authors propose
a method that makes the scattering coefficient variable according to inhomogeneous atmosphere.

The flowchart in Fig. 1 shows the proposed method. To eliminate the drawbacks of guided image filtering,
a weighted guided image filter is used. The scattering coefficient is taken according to the inhomogeneous
atmosphere and, after getting the haze free image, a simplest color balance algorithm is applied to increase
the readability property of images. All the parts of the flowchart are detailed in the next sections.

3.1 Atmospheric Scattering Model (AMS)
The Atmospheric Scattering Model (AMS) outlines the generation of the hazy image. The AMS is
extensively applied in image and video processing. Narasimhan et al. [32—36] further derive this model.

The mathematical expression of this model is:

Hi(X) = Jy(X)Tu(X) + Ai(1 = T(X)) (1)

Tp(X) = e PP 2

where X is the image pixel’s position, H; is the hazy image, Jj, is the haze free image, 4; is the atmospheric light,
f is the atmospheric scattering coefficient, D is the scene depth, and 7, is the transmission map.

H;, J;, and A, are three dimensional (3D) vectors in the Red-Green-Blue (RGB) space. Our objective is to
find Dy, T,,(X) and 4; and then, from these results, to find the haze free image i.e., J;. This model helps in
developing a relationship between the input which is a hazy image and the output which is a haze free image
and the other described terms in the equations above. So, this is a fundamental model that creates haze free
image with the help of a hazy image.
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Figure 1: Proposed method flowchart

3.1.1 Concept of Light Propagation

The basic approach to capture an outdoor scene in camera is to just sense the reflected light from the
scene to the camera sensor and project it on the imaging system. This process runs smoothly in sunny
weather. But when the weather becomes hazy two mechanisms happen, one is the air light and the other
one is direct attenuation (see Fig. 2). Direct attenuation is caused because the reflected energy gets
reduced, which results in low brightness intensity. Direct attenuation can also be shown by the term
Jn(X)Tu(X) in Eq. (1) of the atmospheric scattering model. This equation denotes the decrease in the
pixel intensity of the images. This means the brightness will decrease under the influence of the direct
attenuation. The term 4,;(1 — T,,(X)) in Eq. (1) is shown as air-light. Due to air-light, along with an
increase in the brightness, there is a decrease in saturation. Air-light plays the main role to show the hazy
regions that are characterized by low saturation and high brightness. Therefore it can be said that the
density of the haze is directly proportional to the influence of air-light. Hence, this allows the utilization
of the difference between the saturation and the brightness for the estimation of haze concentration [11].

Environmental
illumination e Airlight
© L=
% @ b
Direct Attenuation

Observer
Distance (d) (Image Sensor)

Figure 2: Light propagation model
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Figure 3: HSV color cylinder diagram

To find the saturation and brightness value of the image, the authors have used the HSV color space (see
Fig. 3). HSV stands for (Hue, Saturation, Value). From this color space, the difference between saturation and
brightness can be used to calculate the amount of haze occurrence in the image. We use these saturation and
brightness values in a linear model for depth map restoration.

3.2 Depth Map Restoration

The variation between the saturation value and brightness value of the pixels gives the knowledge of
DEPTH MAP as

DXO(CXO((BX—S)() (3)

where X is the image pixel’s position, D is the scene depth, C is the haze concentration, B is the scene
brightness, and S is the pixel saturation.

From the statistics obtained through different experiments on hazy images, color attenuation prior is
found [11]. For example, a large value in saturation and a moderate level of brightness, with a difference
between saturation value and brightness level near to zero, describe a haze free region. Also, it is
observed that when the saturation value decreases gradually, the brightness level increases and their
difference also increases, which shows a hazy region. If the difference increases more, it shows a dense
hazy region. From these observations it can be concluded that these features (namely brightness level,
saturation value and their difference) are subjected to deviate consistently in a hazy image.

3.2.1 Linear Depth Map Restoration Model
The variation between the radiance (brightness) and iridescence (saturation) value of the pixels

constitutes the concentration of haze. Therefore a linear model has been proposed to find the depth map.
The map found from this model is called the RAW DEPTH MAP.

The mathematical equation for the above described model is as follows:
D(X) = ao+blB(X)+CzS(X)+8(X) (4)

where X is the image pixel’s position, D is the scene depth, B is the brightness (radiant) component of the
hazy image, S is the saturation (iridescent) component and ¢ is the random variable of a random image
which represents Gaussian density with mean value as zero and variable 2.

ao, by, ¢, and the variable ¢° are the unknown coefficients, which are defined through 500 training
samples used to produce this linear model and the leading observing outcome [11] is: ap = 0.121779, b,
= 0.959710, ¢, = —0.780245, o = 0.041337. Upon finding the value of coefficients, these can be utilized
for any single hazy image.

This model does not work in some selected situations like those scenes with white objects present in
image, which usually have high brightness pixel values and low saturation pixel values. This model
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assumes the scene objects with white colors as if they are distant objects and in turn will make erroneous
depth map estimation in some instances.

For solving the above problem, it is required to account for all the pixels present in the neighborhood. On
speculation, it was found out that the depth of the scene is constant locally, then the raw depth map is denoted by:

Dy(X) = 1, x)D() (5)

where Q,(X) is r x r neighborhood centered at X, D, is the depth map with scale r. In [11] » = 15 is
considered as the appropriate value. To improve the Depth Map and for smoothening the image Weighted
Guided Image Filtering has been used.

3.3 Weighted Guided Image Filtering

Weighted Guided Image Filtering (WGIF) is used for refining or smoothening the depth map. This filter
comprises the properties of both local and global filters while the guided image filtering depends on the local
filtering properties, and the local filtering techniques are affected by halo artifacts. An edge aware weighting is
introduced and incorporated into the guided image filter. In reality, edges show effective and expressive
information about the scene in the image. Therefore, the pixel edges have been assigned larger weights than
pixels at flat areas. Therefore, WGIF avoids/reduces the halo artifacts like the global filters. WGIF carries
complexity of O (N) for an image with N pixels. Therefore, WGIF is better than the guided image filter.
The basic principle of this filter depends on the two images: the guidance image and the input image as
shown in Fig. 4. The guidance image can be the own input image or any other reference image. With the
help of these two images a linear model is created which helps to model a new smooth output image [44].

Input (Image to be filtered) Guidance image

CK ............................... )O

Output (Filtered Image)

Figure 4: Basic function of guided image filter

3.4 Calculation of Scattering Coefficient According to Inhomogeneous Atmosphere
To calculate the scattering coefficient firstly we have to understand some points before the final formula
can be derived:

e The scattering coefficient is a value that tells how much amount of light is scattered towards the camera
which captures the image.

e Depth Map can be defined as an image or an image channel which contains information related to the
distance of the surfaces of the scene objects from a view point.

e From the basics of depth map restoration model, depth map is directly proportional to the concentration of haze.
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e According to the inhomogeneous or natural environment, the scattering coefficient decreases as the depth
value increases and increases as the depth value decreases i.e.,

1
SCATTERING COEFFICIENT (f5) 6)
DEPTH MAP(D(X))
e According to Eq. (2), if D(X) =0, then T,,(X) = 1, if D(X) = o0, T,,(X) = 0.
Therefore it can be said that, as depth value increases, transmission value decreases, i.e.,
1
T(X) ¢ ——

Therefore from Egs. (6) and (7), we can make a relation between f and d(x) i.e.,
p=pe® ®)

f' =1 and « is a constant whose value is between 0 and 1.

Therefore from Eq. (8) the scattering coefficient behaves according to the inhomogeneous environment.

3.5 Atmospheric Light Position Estimation
To obtain the atmospheric light position firstly we have to analyze the atmospheric scattering model
equations that are:

I{l(X): Jh(X)Tm(X)+Al(1 _Tm(X)) ©)

T(X) = e PP (10)

If D(X) = oo in Eq. (10), T,,(X) becomes zero i.e., T,,(X) = 0. If 7,,(X) = 0 in Eq. (9) then we get a
final expression i.e., H;(X') = A;. This means that when depth map becomes infinite (very large) then we get
the pixels which are brightest and these pixels from the hazy image are the position of atmospheric light.

So from the above discussion, we selected the peak 0.1% brightest pixels that are present in the depth
map and selected the pixel that has the highest intensity in the sample hazy image H; and this brightest pixel
is considered as atmospheric light [11].

3.6 Transmission Map
From Eq. (2) the mathematical equation to find the transmission map is given as:

Tpu(X) = e PP (1)

So from the above discussion we have found the depth map and the variable scattering coefficient
according to inhomogeneous atmosphere and now just put these in the above equation and then we get
the transmission map [11].

3.7 Output Haze Free Image
Ju(X) belongs to the haze free image and here we can estimate or find the haze free image with the help
of AMS. Now Eq. (1) is as follows:

HX) =41 H{X)— 4,

W) == ¢ BD(Y)

+ 4, = + 4, (12)

The final expression for obtaining the Haze free image Jj, is expressed as:
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Jh(X) = Hi(X) — 4

= A 13
min{max{e—ﬁD(X),0.1},0.9}+ ! (13)

3.8 Image Quality Assessment

The digital image world is quickly making their way in our daily lives because huge amount of data or
information is presented as visual signals. This data mostly flow across different types of stages to reach its
destination. Some data processing stages for images as data are image acquisition, filtering, segmentation,
compression and image transmission [53]. All these stages lead to introduce distortion in the images and
degrade the quality of images. Therefore to preserve, control and strengthen the image quality, processing
systems have to analyze the image quality at all stages.

Therefore, for measurement of the image quality, the main goal is to analyze the effects of different
processing stages and then take possible measures for improving the image quality according to their
needs. Fig. 5 provides a classification of assessment techniques that are detailed below.

CATEGORIZATION OF IQA
IQA TECHNIQUES
SUBJECTIVE IQA OBIJECTIVE IQA
(i) Single Stimulus categorical rating. (i) No-reference image quality assessment
(i) Double Stimulus categorical rating. (NRIQ4).
- b _— (i) Reduced-reference image quality
(iii) Ordering by force-choice pair-wise ent (RR-IQA).

comparison.
iv) Pair-wise similarity judgments. (i) Full-reference image quality
) tyjudgm assessment (FR-IQA).

() Difference mean opinion score(DMOS)

Figure 5: Classification of image quality assessment techniques

3.8.1 Subjective Image Quality Assessment (S-IQA)

S-IQA is an exact and authentic way to analyze the quality of images. However, this method is expensive
and time consuming. Therefore it is not possible to apply it in real world. Also this technique is affected by
different factors such as viewing distance, lighting condition, display device, etc. Hence, it is essential to
develop some mathematical models which are eligible to estimate the quality evaluation correctly.

3.8.2 Objective Image Quality Assessment (O-10A)

The O-IQA is framed as the mathematical models that estimate the quality of images precisely and
automatically. This type of technique depends on the availability of a reference image, which should not
contain distortion and the quality of the image must also be high. This technique is classified into three
types, as follows:

1. Full Reference Image Quality Assessment Technique (FR-IQA)
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2. Reduced Reference Image Quality Assessment (RR-IQA)
3. No Reference Image Quality Assessment (NR-IQA)

To analyze the quality of these research results the authors have used the FR-IQA in which a reference
image is fully available which satisfies the criteria of O-IQA.

The parameters used in this project for measuring the image quality are: Mean Square Error (MSE), Root
Mean Square Error (RMSE), Peak Signal-to-Noise Ratio (PSNR), Structural Similarity Index Method
(SSIM) and Mean Structural Similarity Index Method (MSSIM), universal objective quality index.

MSE is defined as the power distortion which is shown by the difference between the test image and
reference image.

Mathematical formula for MSE is:

1 & m 2

MSE = L(i.j) — L(i,j 14

2y S () = 1.7) (14)

where n is the number of rows, m is the number of columns, /. is the Reference image, and /; is the test image.
RMSE can be simply denoted by:

RMSE = vMSE (15)

PSNR is the ratio of maximum power of the signal to the power of distortion and is calculated as:

2

D
PSNR =10 1
S 0 log (MSE

) (16)

where D is the dynamic range of pixel intensities e.g., for an 8 bits/pixel in an image, D = 255 [8].

SSIM algorithm is depending on the property of pixels. Pixels of image carry important information
regarding the structure of a scene. Therefore, SSIM algorithm is able to measure the structural
information change after the processing of an image through different stages.

The SSIM algorithm finds the similarity index measurement with the help of three steps (see Fig. 6):
luminance comparison, contrast comparison and structure comparison [45].

The overall similarity measure, S (Z,,1;), is a function of / (I, 1), ¢ (I,,I;) and s (I,,1;), where I, is the
reference image and /, is the test image.

For luminance comparison we have:

2p,1, + T

(1. 1) =
I = e

(17

where T is a positive stabilizing constant, 7} = (tlL)z, t; <<'1, L is a dynamic range of pixel values, p is the
mean intensity.

For contrast comparison we have:
20,0; + 1>

IV’I R S S—
¢ (1) a2+ o+ T

(18)

where T is a positive stabilizing constant, 7, = (t2L)2, t) << 1, o 1s the standard deviation as a round estimate
of the signal contrast.

For structure comparison function we have:
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Figure 6: Similarity measurement flow diagram [§]
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where T3 is a positive stabilizing constant, ¢,; is the correlation coefficient between the reference and
test image.

Finally, SSIM is defined as:
SSIM(Z,, I;) = [Z(I,,It)]“[c(lr,It)]ﬁ[s(lr,It)]y (20)

o, B and y are positive constants [45].

The mean structural similarity index (MSSIM) is given by:

MSSIM(1,.,1,) = ZSSIM (I', I @21

r7t

where M is the number of samples present in the quality map, I/ And I/ are image contents [45].

The calculation of the Universal Objective Quality Index (UQI) is easy and applicable to a variety of
image processing applications. The designing of this index is done by modeling the distortion of an
image as a combination of three factors: Loss of Correlation, Contrast Distortion and Luminance
Distortion. This index is derived from the SSIM [46]. Since,

SSIM(IM It) = [Z(Ira It)]m[c(lra [t)]ﬂ[s(lra It)]?y (22)

o, 5 and 7y are positive constants. Therefore, UQI [46] is considered as a special case of SSIM index on
satisfying these conditions: 71 =T, =T =0anda ==y = 1.

3.9 Post Processing of De-haze Image Using Simplest Color Balance Algorithm

Color balance is an important part of almost any image processing pipeline. It is defined as the global
adjustments of all the intensities that are present in the primary colors i.e., red, green and blue. Color balance
helps in altering the overall mixture of the colors that are present in an image and is used for color correction.
Generally, the color of the objects remains the same but for the observer the color of the object changes under
different illuminant conditions. Hence color balancing is a way to bring the ability to computers to make an
object in an image has the same color even under different illuminants.
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Some color balance algorithms are gray world algorithm, simplest color balance algorithm, robust auto
white balance algorithm, or sensor correlation algorithm. In the present work, the authors have used the
simplestcolor balance algorithm that is described as follows.

The simplest color balance algorithm increases the readability property of images. This algorithm
produces white balance and contrast enhancement. The algorithm simply stretches the RGB values so that
the lower intensity pixel occupies the calculated minimum possible value and the higher intensity pixels
occupy the calculated maximum possible value. Simplest color balance saturates a certain percentage of
the image’s pixels to white, and dark pixels to black. The saturation level is an adjustable parameter that
affects the quality of the output. This is the histogram based method [46].

3.10 Algorithm of the Proposed Method
The steps of the proposed algorithm are:

Step 1: Analyze the atmospheric scattering model using Egs. (1) and (2).
Step 2: Restore the depth map using the linear depth map restoration model from Eq. (4).
Step 3: Refine the depth map using WGIF.

Step 4: Calculation of scattering coefficient according to inhomogeneous atmosphere using Eqs. (6) and
(7). Eq. (8) is the scattering coefficient according to inhomogeneous environment.

Step 5: Estimate the position of atmospheric light by choosing the 0.1% brightest pixels present in the
depth map and then select the pixel that has the highest intensity in the sample input hazy image
and the selected brightest pixel is considered as atmospheric light.

Step 6: Calculate the transmission map using Eq. (11).
Step 7: Find haze free image using Eqs. (12) and (13).

Step 8: Image quality assessment (IQA) is done to check the quality of output haze free image. Terms
found in IQA are MSE using Eq. (14), RMSE using Eq. (15), PSNR using Eq. (16), MSSIM
using Eq. (21) and UQI using Eq. (20) with condition: 7)1 =T, =T3=0and o ==y =1.

Step 9: To increase the readability property of output haze free image, a simplest color balance algorithm
is applied which gives our final better readable output image.

4 Experimental Results Evaluation

In order to demonstrate the productivity and effectiveness of the proposed method, this method is tested
on various hazy images and the authors compared it with the methods of He etal. [12] and Zhu etal. [11]. The
environment used for the implementation is Matlab2015a on a Pentium 4-3.3 GHz PC with 4 GB RAM. For
showing proper and effective results the authors have taken general outdoor images and synthetic hazy
images. Fig. 7 shows the results based on the proposed method, including depth map, refine depth map,
transmission map, atmospheric light position and haze free image. The general outdoor images are taken
from Google images, Flickr and the synthetic images are taken from the D-HAZY dataset.

The authors compared the proposed method with different methods which are shown in Fig. 8. It can be
observed that the results of He et al. [12] are deviating from the ground truth image and also the color
distortions happen. Zhu et al. [11] provide much better results but on the grounds of homogeneous
scattering coefficient which does not happen in real atmosphere. In the proposed method, the usage of the
scattering coefficient is done in accordance to the inhomogeneous atmosphere that actually happens in
real atmosphere. For showing a clearer comparison between these methods, Tabs. 1-4 show the analysis
of the image quality containing MSE, RMSE, PSNR, MSSIM and the UQI.
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(a) (b) () (d)
Figure 7: (a) and (b) General outdoor images (c) and (d) Synthetic hazy

Hence it is observed that the proposed method performs better than He et al. [12] and Zhu et al. [11]
methods. Therefore we can say that making scattering coefficient flexible or variable according to
inhomogeneous atmosphere we can achieve the results that are near to ground truth images and that give
better image quality assessment parameters.

4.1 Post Processing Results of Haze Free Images

It can be observed that the proposed method is quite successful to create a good haze free image but due
to the scattered rays from the scene points do not reach the imaging system properly, the colors of the image
get disturbed. So to make the color balance in haze free, the authors implemented Simple Color Balance
Algorithm that balances the color of image on the basis of histogram of RGB color channels images [46].



1188

@ (b)

(c)

CMES, 2020, vol.123, no.3

(d)

Figure 8: Comparison made on different methods by real world and synthetic images. (a) Sample hazy
images (b) He et al. results [12] (c) Zhu et al. results [11] (d) Proposed method results

Table 1: Hazy image 1

Methods MSE RMSE PSNR MSSIM  UQI
He et al. 0.2290 0.4785 26.8744 0.8980 0.5164
Zhu et al. 0.0524 0.2289 39.4430 0.9974 0.8354
Proposed method  0.0217  0.1474  48.0617  0.9989 0.9237
Table 2: Hazy image 2
Methods MSE RMSE PSNR MSSIM  UQI
He et al. 0.3752  0.6126 23.1623  0.8060 0.3796
Zhu et al. 0.0642  0.2534 43.9705 0.9969 0.8185
Proposed method  0.0260 0.1611  48.9271  0.9988 0.9190

From Fig. 9, it can be analyzed that each haze free image is color balanced by Color Balance Algorithm
by correcting the original histogram of RGB color channels of the images and the output image is better and

its readability property has increased.
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Table 3: Hazy image 3

Methods MSE RMSE PSNR MSSIM  UQI
He et al. 0.5427 0.7367 22.9337 0.7283 0.4105
Zhu et al. 0.2179 0.4608 27.4708 0.9897 0.7346
Proposed method  0.0642  0.2533  38.8634 0.9970 0.8992
Table 4: Hazy image 4
Methods MSE RMSE PSNR MSSIM  UQI
He et al. 04110 0.6411 22.7229 0.8550  0.5686
Zhu et al. 0.2130 0.4616 27.4763  0.9903 0.6742
Proposed Method  0.0650 0.2550 38.6276 0.9970  0.8709

u‘;_l

(d)
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Figure 9: Post processing images (a) Haze free image 1 (b) Haze free image 2 (¢) Haze free image 3 (d) Haze

free image 4
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5 Conclusion

In this paper, initially the authors have used the weighted guided image filtering to eliminate the
drawbacks of guided image filtering. Afterwards the scattering coefficient is made variable according to
inhomogeneous atmosphere and then the simplest color balance algorithm is applied for increasing the
readability property of images. Experimental results show that the proposed method is better and more
efficient than other methods.

Although the method that is proposed is efficient there is a problem that has to be solved. As the
concentration of haze or other pollutants effects increased, such as fog, smog, then this method does not
work properly. For addressing this problem, the authors will continue with the development of fusion
based method that may minimize the loss of the image structure by a multistage strategy.
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