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Abstract: Air quality prediction is an important part of environmental governance. The 
accuracy of the air quality prediction also affects the planning of people’s outdoor 
activities. How to mine effective information from historical data of air pollution and 
reduce unimportant factors to predict the law of pollution change is of great significance 
for pollution prevention, pollution control and pollution early warning. In this paper, we 
take into account that there are different trends in air pollutants and that different climatic 
factors have different effects on air pollutants. Firstly, the data of air pollutants in 
different cities are collected by a sliding window technology, and the data of different 
cities in the sliding window are clustered by Kohonen method to find the same tends in 
air pollutants. On this basis, combined with the weather data, we use the ReliefF method 
to extract the characteristics of climate factors that helpful for prediction. Finally, 
different types of air pollutants and corresponding extracted the characteristics of climate 
factors are used to train different sub models. The experimental results of different 
algorithms with different air pollutants show that this method not only improves the 
accuracy of air quality prediction, but also improves the operation efficiency. 
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1 Introduction 
With the continuous development of economy, environmental problems are increasingly 
prominent, and people’s requirements for air quality are gradually improved. A previous 
study found that a comfortable living environment will enhance the happiness of 
residents and that people are even willing to use a particular portion of their income to 
reduce air pollution [Cuñado and De Gracia (2013)]. Severe air pollution can also affect 
human health [Pope 3rd, Bates and Raizenne (1995)]. Consequently, the prediction of air 
quality is of great significance. 
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The air quality index (AQI), an essential indicator for evaluating air quality is calculated 
by measuring the concentrations of carbon monoxide (CO), nitrogen dioxide (NO), ozone 
(O3), PM10, PM2.5, and sulfur dioxide (SO2) in the air. The higher the AQI, the more 
serious the air pollution, and vice versa. Therefore, predicting the AQI is equivalent to 
predicting the concentration of each of these air pollutants. 

2 Related works 
Initially, air quality was predicted based on researchers’ knowledge of weather patterns 
and the local environment. Hutchison et al. [Hutchison, Smith and Faruqui (2005)] found 
that aerosol optical depth data from the Moderate Resolution Imaging Spectroradiometer 
(MODIS) are correlated with PM2.5 observations. In addition, Varghese et al. [Varghese, 
Langmann, Ceburnis et al. (2011)] noted that the horizontal resolution affects the 
prediction capabilities of regional climate/air quality models. Correspondingly, as the 
number of air quality monitoring points has increased, it has become possible to use a 
large amount of collected data to predict air quality using statistical analysis methods. For 
example, Cobourn [Cobourn (2010)] predicted air quality using atmospheric chemical 
and physical process methods to simulate the discharge, transport, diffusion, and 
conversion of atmospheric pollutants. Carbajal-Hernández et al. [Carbajal-Hernández, 
Sánchez-Fernández, Carrasco-Ochoa et al. (2012)] used a statistical index (sigma) to 
examine the influences of air quality parameters. 
Moreover, machine learning is widely used in air quality prediction. Singh et al. [Singh, 
Gupta, Kumar et al. (2012)] used linear and nonlinear modeling to predict air quality. 
Wang et al. [Wang, Men and Lu (2008)] employed support vector machines to predict air 
quality. Rajput et al. [Rajput and Sharma (2017)] utilized multiple linear regression 
(MLR) to establish a model for predicting air pollutants in India. Nevertheless, because 
air quality trends are rarely linearly correlated with any influencing factors, most studies 
have used nonlinear models to predict the AQI. In particular, deep learning can produce 
an active nonlinear fit and has been applied by various researchers to predict air quality. 
Xia et al. [Xia, Hung and Hu (2018)] used fuzzy neural networks to predict air quality. Qi 
et al. [Qi, Wang, Song et al. (2018)] employed embedded feature selection and semi-
supervised learning in different levels of deep learning networks and incorporated the 
interpolation, prediction and feature analysis of air quality into a single model. 
Air quality data in the form of time series used in models with temporal properties to 
predict air quality effects accurately. Cheng et al. [Cheng, Shen, Zhu et al. (2018)] used a 
recurrent neural network (RNN) to extract information from an input sequence and 
measured the impact at other sites by using a fully connected layer to obtain the 
prediction results. Liu et al. [Liu, Yan, Li et al. (2019)] proposed an n-step recursive 
prediction method based on seq2seq to predict air quality. Pardo et al. [Pardo and 
Malpica (2017)] used a simple long short-term memory (LSTM) network to predict the 
air quality over the next 12 hours and 24 hours. However, air quality varies considerably 
depending on both the region and the climate, and thus, air quality prediction models 
generally exhibit poor generalizability. Accordingly, Wang et al. [Wang and Song 
(2018)] used Granger causality to distinguish between different weather patterns and 
differentiated among submodels for predicting the AQI. 
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3 Data and methods 
The model proposed in this paper is schematically illustrated in Fig. 1. Here, air data and 
weather data are used as the inputs. First, the category is determined according to the air 
data, and then, weather factors are selected. The weather data and the air data obtained 
through feature selection are input into the corresponding submodel, and prediction 
results are produced. 

 
Figure 1: Algorithm model 

3.1 Data 
The data consist of two subsets: air data and weather data from 2019.1.16-2019.7.15 for 20 
cities in Jiangsu province, China. The air data were collected from the data center of the 
Ministry of Ecology and Environment of China (http://datacenter.mee.gov.cn) on a daily 
scale. This database includes CO, NO, O3, PM10, PM2.5, SO2, and AQI data. 𝑎𝑎𝑎𝑎𝑎𝑎𝑗𝑗𝑖𝑖 
represents the air quality on the j-th day in the i-th city, where 𝑎𝑎𝑎𝑎𝑎𝑎𝑗𝑗𝑖𝑖 =
�𝐶𝐶𝐶𝐶𝑗𝑗𝑖𝑖,𝑁𝑁𝐶𝐶2𝑗𝑗

𝑖𝑖 ,𝐶𝐶3𝑗𝑗
𝑖𝑖 ,𝑃𝑃𝑃𝑃10𝑗𝑗𝑖𝑖,𝑃𝑃𝑃𝑃2.5𝑗𝑗𝑖𝑖,𝑆𝑆𝐶𝐶2𝑗𝑗

𝑖𝑖 ,𝐴𝐴𝐴𝐴𝐴𝐴𝑗𝑗𝑖𝑖�. The weather data were obtained from the 
China Weather Data Network (http://data.cma.cn). These data are collected on an hourly 
scale and include air pressure, wind speed, temperature, precipitation and other data. The 
average daily values were calculated to obtain the weather 𝑤𝑤𝑗𝑗𝑖𝑖 on the j-th day in the i-th city. 
Weather factors are important because they influence the concentrations of air pollutants. 
Taking the forecasting of CO as an example, the data on the j-th day in the i-th city are 
denoted by 𝑐𝑐𝑗𝑗𝑖𝑖, where 𝑐𝑐𝑗𝑗𝑖𝑖 = �𝑤𝑤𝑗𝑗𝑖𝑖,𝐶𝐶𝐶𝐶𝑗𝑗𝑖𝑖�. For the time series, a sliding window of size t is used 
to sequentially sweep the entire data set, where each window represents t days of contiguous 
data in the i-th city, as follows: 𝑥𝑥𝑗𝑗𝑖𝑖 ,  𝑥𝑥𝑗𝑗𝑖𝑖 = (𝑤𝑤𝑗𝑗𝑖𝑖,𝐶𝐶𝐶𝐶𝑗𝑗𝑖𝑖,𝑤𝑤𝑗𝑗+1𝑖𝑖 ,𝐶𝐶𝐶𝐶𝑗𝑗+1𝑖𝑖 , … ,𝑤𝑤𝑗𝑗+𝑡𝑡−1𝑖𝑖 ,𝐶𝐶𝐶𝐶𝑗𝑗+𝑡𝑡−1𝑖𝑖 ) . 
Additionally, the CO data for the i-th city over t consecutive days starting from the j-th day 
are represented by 𝑎𝑎𝑗𝑗𝑖𝑖, where 𝑎𝑎𝑗𝑗𝑖𝑖 = (𝐶𝐶𝐶𝐶𝑗𝑗𝑖𝑖,𝐶𝐶𝐶𝐶𝑗𝑗+1𝑖𝑖 , … ,𝐶𝐶𝐶𝐶𝑗𝑗+𝑡𝑡−1𝑖𝑖 ). 

3.2 Kohonen clustering 
In research, clustering is an important means of analyzing data [Li, Cui and Liu (2018)]. 
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Clustering also has a certain influence on feature selection [Kanimozhi and Manjula 
(2018)]. The Kohonen neural network [Kohonen and Honkela (2007)] is a self-organizing 
competitive neural network that was proposed by Teuvo Kohonen. In this network, which 
is based on unsupervised learning, the weights between the winning neurons and their 
surrounding fields and the input layer can be modified through an iterative process. 
Neurons of the same type have the same weight coefficients, and the weights of different 
classes are different for clustering purposes. More specifically, the Kohonen neural 
network is a feedforward neural network with only two layers: an input layer and an 
output layer. The structure of the network is shown in Fig. 2. 

 
Figure 2: Kohonen network structure 

The input to the Kohonen neural network is 𝑎𝑎𝑗𝑗𝑖𝑖, the weights between the input layer and 
the output layer are represented by 𝑊𝑊𝑘𝑘, the learning rate is 𝛿𝛿(𝑠𝑠) = 0.2 × (1 − 𝑠𝑠 𝑇𝑇⁄ ), and 
the field width is 𝑛𝑛(𝑠𝑠) = 0.5 × (1 − 𝑠𝑠 𝑇𝑇⁄ ), where the number of the current iteration is s, 
the maximum number of iterations is T, and s∈[0, T]. The distance between the input 
and output layers is d, where 𝑑𝑑 = ||𝑎𝑎𝑗𝑗𝑖𝑖 −𝑊𝑊𝑘𝑘  ||. The objective is to find the winning 
neuron, which is the neuron with the closest distance between the input layer and the 
output layer. Then, the domain width function value is calculated according to the 
following formula to adjust the corresponding weight: 
W𝑘𝑘(𝑠𝑠 + 1) = W𝑘𝑘(𝑠𝑠) + 𝑛𝑛(𝑠𝑠)δ(s)(𝑎𝑎𝑗𝑗𝑖𝑖 − W𝑘𝑘(𝑠𝑠))                                      (1) 
Then, select the new input and repeat the process until the maximum number of iterations 
is reached. 

3.3 ReliefF feature selection 
The ReliefF [Robnik-Šikonja and Kononenko (2003)] algorithm is an improvement to the 
Relief algorithm that is suitable for feature weight calculations involving multiple samples. 
The basic concept of the ReliefF algorithm is that the characteristics of the target should be 
considered. The distances between a part of a sample and the rest of the sample should be 
as small as possible, whereas the distances from different samples should be as large as 
possible. Weather data have many features, some of which are less helpful than others in 
prediction scenarios [Hua, Chen, Yuan et al. (2019)]. If all features are selected for 
prediction, the operational efficiency will be reduced. Therefore, selecting the features that 
are most helpful for prediction without reducing the prediction accuracy is of great 
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significance for improving the operational efficiency [Chen, Li, Zhang et al. (2018)]. 
First, a sample is randomly selected. Then, the q neighbours of the same type that are 
closest to that sample are chosen, denoted by Hk, where Hk={h1, h2, …, hr, …, hq}. In 
addition, the q nearest neighbors Mk of different types are found, where Mk={m1, m2, …, 
mr, …, mq}. Then, the weight of each feature f is calculated as follows: 
𝑊𝑊(𝑓𝑓) = −∑ 𝑑𝑑𝑎𝑎𝑓𝑓𝑓𝑓�𝑓𝑓, 𝑥𝑥𝑗𝑗𝑖𝑖 , ℎ𝑟𝑟�

2𝑞𝑞
𝑟𝑟=1 + ∑ 𝑃𝑃𝑘𝑘 × 𝑑𝑑𝑎𝑎𝑓𝑓𝑓𝑓�𝑓𝑓, 𝑥𝑥𝑗𝑗𝑖𝑖 ,𝑚𝑚𝑟𝑟�

2𝑞𝑞
𝑟𝑟=1                          (2) 

𝑑𝑑𝑎𝑎𝑓𝑓𝑓𝑓(𝑓𝑓, 𝑥𝑥,𝑦𝑦) =

⎩
⎪
⎨

⎪
⎧ 1 𝑎𝑎𝑓𝑓 𝑓𝑓 𝑎𝑎𝑠𝑠 𝑑𝑑𝑎𝑎𝑠𝑠𝑐𝑐𝑎𝑎𝑑𝑑𝑑𝑑𝑑𝑑，𝑥𝑥(𝑓𝑓) =  𝑦𝑦(𝑓𝑓)

0 𝑎𝑎𝑓𝑓 𝑓𝑓 𝑎𝑎𝑠𝑠 𝑑𝑑𝑎𝑎𝑠𝑠𝑐𝑐𝑎𝑎𝑑𝑑𝑑𝑑𝑑𝑑，𝑥𝑥(𝑓𝑓) ≠  𝑦𝑦(𝑓𝑓)
|𝑥𝑥(𝑓𝑓)− 𝑦𝑦(𝑓𝑓)|

max(𝑓𝑓)−min (𝑓𝑓)
𝑎𝑎𝑓𝑓 𝑓𝑓 𝑎𝑎𝑠𝑠 𝑐𝑐𝑐𝑐𝑛𝑛𝑑𝑑𝑎𝑎𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐𝑠𝑠

                       (3) 

Here, Pk is the proportion of all samples that belong to the same category as 𝑥𝑥𝑗𝑗𝑖𝑖. Based on 
this calculation, the weights ranking of all features are obtained. 

3.4 NAR neural network 
A nonlinear autoregressive (NAR) neural network [Chow and Leung (1996)] uses its 
regression variables, that is, a linear combination of random variables at a given time, in 
the early stage to describe a nonlinear regression network of random variables at a later 
time. This method yields a common time series form that can be expressed as follows: 
𝑦𝑦(𝑑𝑑) = 𝑏𝑏0 + 𝑏𝑏1𝑦𝑦(𝑑𝑑 − 1) +  𝑏𝑏2𝑦𝑦(𝑑𝑑 − 2) + ⋯+ 𝑏𝑏𝑛𝑛𝑦𝑦(𝑑𝑑 − 𝑛𝑛)                             (4) 
where y(t) is the output at time t and b is a coefficient. The network structure can be 
represented as shown in Fig. 3, where x is the input and H is the output of the hidden 
layer neurons. 

 
Figure 3: NAR network structure 

3.5 Steps 
The steps of the learning method are shown in Algorithm 1. Taking the prediction of the 
CO concentration as an example, the main steps of this method are as follows. 
· Initialize the air data and weather data. Organize the windows of data from t 

consecutive days for the i-th city into 𝑥𝑥𝑖𝑖 , where 𝑥𝑥𝑖𝑖 = (𝑥𝑥1𝑖𝑖 , 𝑥𝑥2𝑖𝑖 , … , 𝑥𝑥𝑗𝑗𝑖𝑖 , … , 𝑥𝑥𝑛𝑛𝑖𝑖 )𝑇𝑇 . 
Correspondingly, sort the CO concentrations on the (j+t)-th day in the i-th city into 
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𝑦𝑦𝑖𝑖 , where  𝑦𝑦𝑖𝑖 = (𝐶𝐶𝐶𝐶1+𝑡𝑡𝑖𝑖 ,𝐶𝐶𝐶𝐶2+𝑡𝑡𝑖𝑖 , … ,𝐶𝐶𝐶𝐶𝑗𝑗+𝑡𝑡𝑖𝑖 , … ,𝐶𝐶𝐶𝐶𝑛𝑛+𝑡𝑡𝑖𝑖 )𝑇𝑇 , and sort the windows of CO 
concentrations on t consecutive days for the i-th city into 𝑎𝑎𝑖𝑖 , where  𝑎𝑎𝑖𝑖 =
(𝑎𝑎1𝑖𝑖 , 𝑎𝑎2𝑖𝑖 , … , 𝑎𝑎𝑗𝑗𝑖𝑖 , … , 𝑎𝑎𝑛𝑛𝑖𝑖 )𝑇𝑇. Then, the data windows over t consecutive days for all cities are 
given by X, where 𝑋𝑋 = (𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑖𝑖 , … , 𝑥𝑥20)𝑇𝑇; and the CO concentrations on the 
(j+t)-th day in all cities are given by Y, where 𝑌𝑌 = (𝑦𝑦1,𝑦𝑦2, … ,𝑦𝑦𝑖𝑖 , … ,𝑦𝑦20)𝑇𝑇; while the 
windows of CO concentrations over t consecutive days in all cities are given by A, 
where 𝐴𝐴 = (𝑎𝑎1, 𝑎𝑎2, … , 𝑎𝑎𝑖𝑖 , … ,𝑎𝑎20)𝑇𝑇. 

· First, cluster the data (lines 1-3). Apply the Kohonen network clustering to A to 
group the data with similar CO concentration trends into the same category; and then 
find the category corresponding to each window of CO data over t consecutive days 
starting from the j-th day in the i-th city. Accordingly, assign the category identified 
for city i and day j to the window of t consecutive days of data starting from the j-th 
day in the i-th city 𝑥𝑥𝑗𝑗𝑖𝑖 and to the CO concentration on the (j+t)-th day in the i-th city 
𝐶𝐶𝐶𝐶𝑗𝑗+𝑡𝑡𝑖𝑖 . In this way, all the data from the same category are grouped into one class to 
obtain the sets of values 𝑋𝑋𝑘𝑘 and 𝑌𝑌𝑘𝑘 for data of the k-th type (lines 4-7), where 𝑋𝑋 =
(𝑋𝑋1,𝑋𝑋2, … ,𝑋𝑋𝑘𝑘, … ,𝑋𝑋𝑚𝑚) and 𝑌𝑌 = (𝑌𝑌1,𝑌𝑌2, … ,𝑌𝑌𝑘𝑘 , … ,𝑌𝑌𝑚𝑚). 

· Next, select the features (lines 8-13). For each type of data, use the ReliefF feature 
selection method to obtain the feature selection ranking for that class, 𝑅𝑅𝑘𝑘. Delete the 
features of 𝑋𝑋𝑘𝑘 in 𝑅𝑅𝑘𝑘 with ranks higher than r that are not air pollutant concentrations 
to reduce the dimensionality of the input; thus, the data for the k-th class after feature 
selection are obtained, denoted by 𝐹𝐹𝑘𝑘, where 𝐹𝐹 = (𝐹𝐹1,𝐹𝐹2, … ,𝐹𝐹𝑘𝑘, … ,𝐹𝐹𝑚𝑚). 

· Finally, train the learning models (lines 14-16). Use 𝐹𝐹𝑘𝑘 as the input and 𝑌𝑌𝑘𝑘 as the 
output to train a submodel based on an NAR neural network for each type of data to 
obtain the final ensemble model. 

Algorithm 1 Learning model. 
Input: The sequence of air pollution concentration and weather 
features for consecutive t days, X; the air pollution concentration 
for consecutive t days, A; The sequence of predictive air quality, Y; 
Output: Ensemble model on the current data; 
1: for each 𝑎𝑎𝑗𝑗𝑖𝑖 do 
2:    Category(i,j)=Kohonen(𝑎𝑎𝑗𝑗𝑖𝑖); 
3: end for 
4: if k= Category(i,j) do 
5:    𝑿𝑿𝒌𝒌=𝑥𝑥𝑗𝑗𝑖𝑖; 
6:    𝒀𝒀𝒌𝒌=𝑦𝑦𝑗𝑗𝑖𝑖; 
7: end if 
8: for each 𝑿𝑿𝒌𝒌 do  
9:   Rk=ReliefF(𝑿𝑿𝒌𝒌);  
10:   if Rk(f) is not air pollution concentration  
11:       Fk=delete(𝑿𝑿𝒌𝒌(f>r)); 
12:   end if  
13: end for 
14: for each Fk do 
15:   Training each learning model Mk with Fk and 𝒀𝒀𝒌𝒌; 
16: end for 
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4 Experiments 
4.1 Performance metrics 
An experiment was conducted to test the prediction results for the concentrations of four 
pollutants (CO, NO2, O3 and PM2.5) using four individual models and four hybrid 
models. The four individual models were NAR, back propagation (BP), extreme learning 
machine (ELM) and wavelet neural network (WaveNN) models. The four mixed models 
were Kohonen+ReliefF+NAR, Kohonen+ReliefF+BP, Kohonen+ReliefF+ELM, and 
Kohonen+ReliefF+WaveNN. 
A BP neural network [Jin, Li, Wei et al. (2000)] is a type of multilayer feedforward 
neural network that is widely used in many research fields. The process of BP neural 
network analysis is divided into two stages. First, the signal is forward propagated from 
the input layer to the hidden layer to the output layer; then, the error is backpropagated 
from the output layer to the hidden layer to the input layer. During this sequential 
propagation through the layers, the weights and offsets of the hidden layer are adjusted in 
consideration of the output layer, and the weights and offsets of the input layer are 
adjusted in consideration of the hidden layer. 
An ELM [Huang, Zhu, Siew et al. (2006)] is a feedforward artificial neural network with 
a single hidden layer. Unlike in a general neural network, the weights from the input 
layer to the hidden layer are randomly assigned following a particular distribution. Once 
the weights of the input layer have been determined, the weights from the hidden layer to 
the output layer are obtained in accordance with the least squares method to obtain the 
final trained model consisting of the entire network. 
A WaveNN [Zhang and Benveniste (1992)] is similar to a BP neural network; the 
difference is that a nonlinear wavelet function is used in place of the normal nonlinear 
neuron excitation function. A WaveNN is a neural network model based on the wavelet 
transform. This combination of the wavelet transform with a neural network inherits the 
advantages of both methods. 
In this experiment, four evaluation metrics were used, namely, the mean square error 
(RMSE), the root mean square error (RMSE), the mean absolute error (MAE), and the 
time required (expressed in seconds) [Chen, Hua, Yuan et al. (2018)]. The first three 
metrics are defined in the following equations: 

MSE = ∑(𝑦𝑦−𝑦𝑦,)2

𝑁𝑁
                                                                (5) 

RMSE = �∑(𝑦𝑦−𝑦𝑦 ,)2

𝑁𝑁
                                                             (6) 

MAE = ∑ |𝑦𝑦−𝑦𝑦,|
𝑁𝑁

                                                                (7) 

where y and y’ denote the real and predicted values, respectively. 

4.2 Experimental results 
The experiment considered short-term forecasting, medium-term forecasting, and long-
term forecasting. The data from the first three days of the forecasting period were used to 
predict the pollutant concentration on the fourth day, the data from the first six days were 
used to predict the pollutant concentration on the seventh day, and the data from the first 
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twelve days were, used to predict the pollutant concentration on the thirteenth day. As 
shown in Fig. 4, for the short-term, medium-term, and long-term forecasts, the 
Kohonen+ReliefF+NAR model achieves the lowest error and the highest accuracy by 
mining the air quality characteristics, clustering data with the same pollutant 
concentration trends, and using different submodels for different types of data. 

 
Figure 4: Comparison of the prediction accuracy of the different algorithms 

By applying ReliefF feature selection to reduce the feature dimensionality, the 
operational efficiency can be improved. Due to the high complexity of the WaveNN 
model, its running time is much longer than those of the other models; therefore, it is not 
included in the comparison provided in Fig. 5. As shown in this figure, after 
implementing feature selection, the efficiency is significantly improved for all 
experimental cases, and the accuracy is also improved. Among the investigated models, 
the NAR model shows the most significant improvement in efficiency after feature 
selection, with a greatly reduced running time. The BP and ELM models are not as 
efficient, as seen from their low operational efficiencies. The running time of the ELM 
model is much longer than those of the other models due to its detailed calculations; 
therefore, the corresponding results are difficult to visualize in Fig. 5. 
For the models trained individually on each category of data, as shown in Fig. 6, the 
prediction accuracies for each category exhibit the same trend, but overall, the NAR 
model performs best. For the categories with large numbers of samples, the accuracies of 
each model are rather similar, in contrast, for the categories with small numbers of 
samples, the accuracy of different models varies greatly. 
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Figure 5: Comparison of run times, demonstrating the advantage of using Kohonen+ReliefF 

 
Figure 6: Comparison of the prediction accuracy of the different algorithms for different 
categories of data 

5 Conclusion 
Air quality predictions, which broadly influence human lives, are as important as weather 
forecasts. The internationally accepted air quality evaluation standard is the AQI, which 
is a unified measure of the concentrations of six pollutants in the air. However, the 
concentrations of air contaminants are affected by weather factors, and considering an 
excessive number of weather factors can reduce the operational efficiency of prediction 
models. Compared with traditional air quality prediction strategies, the proposed method 
more comprehensively considers AQI trends and characteristics, is more general in its 
application, and can better predict the AQI. Additionally, the ReliefF feature selection 
method is used to eliminate weather features that contribute little to the prediction, 
thereby greatly reducing the dimensionality of the input and improving the operational 
efficiency of forecasting. 
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