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#### Abstract

A panorama can reflect the surrounding scenery because it is an image with a wide angle of view. It can be applied in virtual reality, smart homes and other fields as well. A multi-directional reconstruction algorithm for panoramic camera is proposed in this paper according to the imaging principle of dome camera, as the distortion inevitably exists in the captured panorama. First, parameters of a panoramic image are calculated. Then, a weighting operator with location information is introduced to solve the problem of rough edges by taking full advantage of pixels. Six directions of the mapping model are built, which include up, down, left, right, front and back, according to the correspondence between cylinder and spherical coordinates. Finally, multi-directional image reconstruction can be realized. Various experiments are performed in panoramas $(1024 \times 1024)$ with 30 different shooting scenes. Results show that the azimuth image can be reconstructed quickly and accurately. The fuzzy edge can be alleviated effectively. The rate of pixel utilization can reach $84 \%$, and it is $33 \%$ higher than the direct mapping algorithm. Large scale distortion is also further studied.


Keywords: Panorama, multi-angle, reconstruction, weighting operator.

## 1 Introduction

The panoramic technique has been extensively applied in many industries such as in meteorology, photography, movie and television, medical science, security monitoring, defense and military affairs and other fields [Pan, Qin, Chen et al. (2019)]. It also has become one research hotspot in computer graphic and visual science [Sandnes and Huang (2016); Cheng, Xu, Tao et al. (2018); Qiu, Luo, Yang et al. (2019)].

A large number of images with overlapping regions can be shot by a single horizontal
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rotating camera and then they can be stitched by post calculation. Yuan et al. [Yuan, Pan, Sheu et al. (2013)] removed the artifacts of images by constructing a feature fusion model. Liu et al. [Liu, Zhao, Li et al. (2014); Zeng, Zhang, Zhang et al. (2014)] proposed the feature dynamic mosaic images based on SIFT. Shaikh et al. [Shaikh and Patankar (2015)] used the optimized MKL for SPM to classify images. Zhang et al. [Zhang, Liang, Yang et al. (2018)] applied a robust forgery detection algorithm into object removal to blend multiple features for image splicing. Alomran et al. [Alomran and Chai (2016)] proposed a feature algorithm based on global images. Cai et al. [Cai, Wang and Liang (2016)] improved the SURF and proposed a fast global image mosaic algorithm. Tehrani et al. [Tehrani, Garratt and Anavatti (2016)] built a probability statistical model to achieve low-altitude image stitching. Pham et al. [Pham, Lee, Kwon et al. (2019)] proposed an image splicing detection algorithm based on Markov features. They shot with multiple cameras in different angles firstly, and then stitched the pictures.
Multiple images can be shot with a general lens, and their overlapping regions can be stitched. Mühlhausen et al. [Mühlhausen, Moritz and Marcus (2020)] proposed a multiview panorama alignment and optical flow refinement. Sharpless et al. [Sharpless, Postle and German (2010)] applied the wide-angle painting geometric composition theory successfully, which was proposed by the famous painter. Their algorithm combined the perspective projection with the spherical plane projection, and overcame the tensile deformation of the perspective projection at the edge of the image. The panorama displayed a range within $180^{\circ}$. Wei et al. [Wei, Li, Hu et al (2011); Sacht and Velho (2013)] proposed a fisheye video correction algorithm, which built six constraint equations to reduce the image deformation, and minimized the correction function to realize the control of the deformation. Zhang et al. [Zhang, Liang, Yang et al. (2017)] utilized multi-scale spatial and spectral entropies for image seam carving with low scaling ratio. Zhu et al. [Zhu, Liu, Lai et al. (2016)] used a fisheye wide-angle lens to shoot limited number of frames for correction and splicing in order to form a panoramic image. Ma et al. [Ma, Liu, Zhang et al. (2015); Cheng, Hui, Zhan et al. (2017)] utilized the radiological model to correct the large-angle image distortion. Shi et al. [Shi, Lei and Wan (2019)] proposed the spatial calibration method for master-slave camera based on panoramic image mosaic.
Mirror reflection or an optical equipment can be used to obtain any direction of information (horizontal $360^{\circ}$, vertical nearly $360^{\circ}$ ), and an imaging to avoid the process of image stitching [Lee, Kim, Kim et al. (2016)]. Although the price is high and is not universal, it has broad research space and is the main direction of future research. We have studied the panoramic camera for rapid reconstructing multi-azimuth images. Thus, it can intuitively observe images from each perspective, especially from the top. This article consists of four sections in total. Section 2 introduces the proposed algorithm, Section 3 performs the experiment and analysis, and Section 4 concludes the article.

## 2 Multi-directional reconstruction algorithm

Panoramic cylindrical images are shot by dome cameras. These images are distorted in some extent, and the deformation is obvious when the field of view is greater than $90^{\circ}$, as shown in Fig. 1 (beam, ground and so on). Thus, the mapping model is constructed
according to the correspondence between spherical and cylindrical coordinates and the panorama is corrected. Finally, the accurate image of each field of view can be obtained.


Figure 1: The panoramic image

### 2.1 Parameter calculation

The horizontal field of view of the dome camera is $\left(0^{\circ} \sim 360^{\circ}\right)$ and the vertical field of view of the dome camera is $\left(0^{\circ} \sim 340^{\circ}\right)$. The relationship between the cylindrical image and the spherical image is as follows:
$R=\frac{R_{p}}{2 \times \pi}$
$\alpha=\frac{2 \pi x_{p}}{R_{p}}$
$\beta=\frac{2 \pi y_{p}}{R_{p}}$
where $R_{p} \times R_{p}$ is the resolution of the cylindrical image; $R$ is the radius of the spherical image; $\alpha$ is the degree in the horizontal direction; $\beta$ is the degree in the vertical direction. The square area with $R_{v}=2 R$ is as the field of view. Six directions include up, down, left, right, front and back. The mapping relationship is shown in Fig. 2.


Figure 2: The relations between six angles

### 2.2 The four image view reconstruction

The front, back, left and right directions are based on the horizontal plane, and the algorithm is illustrated by the front direction, as shown in Fig. 3(a). The point on the front plane is ( $x_{v}$, $\left.y_{v}\right) . v^{\prime}$ is the projection along the $Y$-axis. The projection plane is shown in Fig. 3(b).

(a) The stereoscopic image

(b) The image from $X$-axis direction projection

Figure 3: The image form horizontal angle
Calculate $\alpha$ and $\beta$ from the geometry as follows:

$$
\alpha=\left\{\begin{array}{lr}
\arctan \frac{x_{v}-R}{R}+\delta & 0 \leq \arctan \frac{x_{v}-R}{R}+\delta \leq 2 \pi  \tag{4}\\
\arctan \frac{x_{v}-R}{R}+\delta-2 \pi & \arctan \frac{x_{v}-R}{R}+\delta>2 \pi \\
\arctan \frac{x_{v}-R}{R}+\delta+2 \pi & \arctan \frac{x_{v}-R}{R}+\delta<0
\end{array}\right.
$$

$$
\begin{equation*}
\beta=\arctan \frac{\left(y_{v}-R\right)}{\sqrt{\left(x_{v}-R\right)^{2}+R^{2}}} \tag{5}
\end{equation*}
$$

where $\delta$ is the radian in the center of the horizontal direction ( $\delta_{\text {Right }}=\frac{\pi}{2}, \delta_{\text {Left }}=\frac{3 \pi}{2}$, $\delta_{\text {Back }}=\pi, \delta_{\text {Front }}=2 \pi$ ). The coordinate value ( $x_{p}, y_{p}$ ) of the corresponding point is calculated as follows:

$$
\begin{align*}
& x_{p}= \begin{cases}0 & \alpha<0 \\
\frac{\alpha}{2 \pi} \times R_{p} \quad 0 \leqslant \alpha \leqslant 2 \pi \\
R_{p}-1 & \alpha>2 \pi\end{cases}  \tag{6}\\
& y_{p}=\left(\frac{1}{2}+\frac{\beta}{\pi}\right) \times R_{p} \tag{7}
\end{align*}
$$

The mapping coordinate is constructed. $V_{\left(x_{v}, y_{v}\right)}$ is the pixel value of point $\left(x_{v}, y_{v}\right)$ and $F()$ is the mapping function, respectively.

$$
\begin{equation*}
V_{\left(x_{0}, y_{v}\right)}=F\left(x_{p}, y_{p}\right) \tag{8}
\end{equation*}
$$

### 2.3 The image view of bottom and top reconstruction

The bottom and top field of views calculated in the previous section are different. The corresponding relationship and the $Z$-axis projection image are shown in Figs. 4(a) and 4(b), respectively.
Due to the different positions of $\left(x_{v}, y_{v}\right)$, different angles $\alpha, \beta$ can be calculated according to the geometry and four regions, where $\delta_{\text {Top }}=0$ and $\delta_{\text {Botom }}=\pi$.

$$
\begin{align*}
& \alpha= \begin{cases}\arctan \frac{R-y_{v}}{R-x_{v}}+\frac{\pi}{2}+\delta & x_{v} \leqslant R ; y_{v} \leqslant R \\
\arctan \frac{R-x_{v}}{y_{v}-R}+\delta & x_{v} \leqslant R ; y_{v}>R \\
\arctan \frac{x_{v}-R}{R-y_{v}}+\pi-\delta & x_{v}>R ; y_{v} \leqslant R \\
\arctan \frac{y_{v}-R}{x_{v}-R}+\frac{3 \pi}{2}-\delta & x_{v}>R ; y_{v}>R\end{cases} \\
& \beta=\arctan \frac{\sqrt{\left(x_{v}-R\right)^{2}+\left(y_{v}-R\right)^{2}}}{R} \tag{9}
\end{align*}
$$

Then, $\left(x_{p_{\text {Top }}}, y_{p_{\text {Top }^{\prime}}}\right)$ and $\left(x_{p_{\text {gotaom }}}, y_{p_{\text {gatomem }}}\right)$ of the top and bottom points are calculated as follows:

$$
\begin{align*}
& x_{p_{\text {top }}}=\left\{\begin{array}{l}
0 \\
0>2 \pi \\
\left(\begin{array}{ll}
1-\frac{\alpha}{2 \pi}
\end{array}\right) \times R_{p} \\
R_{p}-1
\end{array} \quad 0 \leqslant \alpha \leqslant 2 \leqslant \quad y_{p_{\text {Top }}}= \begin{cases}0 & \alpha<0 \\
\frac{\alpha}{\pi} \times R_{p} & 0 \leqslant \alpha \leqslant \pi \\
R_{p}-1 & \alpha>\pi\end{cases} \right.  \tag{11}\\
& x_{p_{\text {solom }}}=\left\{\begin{array}{l}
0 \quad \alpha<0 \\
\frac{\alpha}{2 \pi} \times R_{p} \quad 0 \leqslant \alpha<2 \pi \\
R_{p}-1 \quad \alpha \geqslant 2 \pi
\end{array} \quad y_{p_{\text {solome }}}=\left\{\begin{array}{l}
0 \quad \alpha>\pi \\
\left(1-\frac{\alpha}{\pi}\right) \times R_{p} \quad 0 \leqslant \alpha \leqslant \pi \\
R_{p}-1 \quad \alpha<0
\end{array}\right.\right.  \tag{12}\\
& V_{\left(R_{v}-1-y_{v}, R_{v}-1-x_{v}\right)}=F\left(x_{p_{\text {Trp }}}, y_{p_{T_{T p}}}\right)  \tag{13}\\
& V_{\left(R_{v}-1-x_{v}, y_{v}\right)}=F\left(x_{p_{p_{\text {sumem }}},}, y_{\left.p_{\text {pasomem }}\right)}\right) \tag{14}
\end{align*}
$$


(a) The stereoscopic image

(b) The image from $Z$-axis direction projection

Figure 4: The image form vertical angle

### 2.4 Image reconstruction

The serration is appeared in the coordinate transformation process. Since the coordinates are rounded during the calculation, only a limited number of pixels are used. The spatial positions of the pixels are not considered. Thus, we follow the spatial position of the coordinates, and calculate the length of the four field weight of the coordinates with the Euclidean distance. The closer the distance, the greater the weight. As shown in Fig. 5, $\lfloor\bullet\rfloor$ is rounded down.
$L_{i}=\left\langle P, A_{i}\right\rangle+0.01 \quad i=1,2,3,4$
$w_{i}=\frac{1}{L_{i}} \quad i=1,2,3,4$
where $L_{i}$ is the coordinates of the distance, $\left\langle P, A_{i}\right\rangle$ is the Euclidean distance from point $P$ to point $A_{i}$.
$F(P)=\frac{\sum_{i=1}^{4} f\left(A_{i}\right) w_{i}}{\sum_{i=1}^{4} w_{i}}$


Figure 5: Weight distribution image

## 3 Experimental demonstrations

We choose 30 different shooting scenes for the experiment (indoor and field, etc). The horizontal of view is $360^{\circ}$, and the vertical field of view is $340^{\circ}$. The image resolution is $1024 \times 1024$.

### 3.1 Verify the effective of image reconstruction algorithm



Figure 6: Image of pixels

Figs. 6(a) and 6(b) are the pixel distribution of coordinate rounding mapping and the coordinate reconstruction algorithm, where white is the used pixel and black is the unused pixel. The pixel utilization rate of the coordinate rounding algorithm is $51 \%$, while $84 \%$ is the pixel utilization rate of the coordinate reconstruction mapping algorithm with space position number of pixels is considered.
In Fig. 7, we can see that the coordinate direct mapping algorithm is rough on the edge as shown in Fig. 7(a), and the coordinate reconstruction algorithm with the information of pixel distance is considered to guarantee the clarity of the pixel and smooth the edge of the role.


Figure 7: Coordinate mapping algorithm

### 3.2 Show the result

The image multi-directional reconstruction effect of a car is shown in Figs. 8, 9 and 10 including a small space, indoor large space and outdoor large space. As shown in Fig. 8(e), the image of the roof skylight is restored, which is difficult to be available on the original. As shown in Fig. 9, they are the floor tiles and skylight images. The proposed algorithm considers the distance information of the coordinate map and reduces the linear characteristics of the floor brick lines. As shown in Fig. 10(f), the distortion is produced in the vertical angle between $320^{\circ}$ and $340^{\circ}$, because the camera shoots from the ground and also in the strong light. Therefore, it needs further study.


Figure 8: Multi-directional reconstruction effect of inside car image


Figure 9: Multi-directional reconstruction effect of interior image


Figure 10: Multi-directional reconstruction effect of outdoor image

## 4 Conclusion

In order to solve the distortion of panoramic images, a multi-azimuth reconstruction algorithm is proposed for the panoramic camera. Considering the coordinate mapping transformation and the coordinate space position information, the distance weight model is built, and the multi-azimuth image reconstruction is realized. Good results are achieved. However, when the outdoor lights are strong, the non-linear distortion requires further study.
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