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1 INTRODUCTION 
NOWADAYS, society is really concern about the 

risks of networked devices. In fact, the number of 
protection solutions for computers, tablets and other 
traditional devices has grown in a very fast and 
incredible way in the last five years (and now it is one 
of the most promising markets) (NIST, 2016). 
However, new trends in the technological world 
present new additional challenges and problems 
which, in general, are invisible for the regular users 
(Bordel, 2017). One of these new technological 
systems which require special attention is the Internet 
of Things (IoT).  

The IoT proposes to embed communication 
capabilities in every object, scenario or situation (from 
daily living objects such as appliances, to industrial 
systems and agriculture scenarios). As a main 
characteristic, this paradigm implies to be provided 
with a ubiquitous Internet access which makes 
complicated to apply traditional cyber-protection 
instruments such as traffic engineering or firewalls 

(Coley et al., 1998) (as the number of traffic sources 
and sinks may increase exponentially). Moreover, the 
current Internet architecture (proposed in the 90s and 
named as the “Internet-of-computers” (Coetzee et al., 
2011)) is based on the connection of hundreds of 
millions of high capability machines, with power 
supply, which show a similar behavior and, even, a 
uniform hardware infrastructure. Nevertheless, each 
one of the new IoT scenarios is composed by 
thousands of heterogeneous devices, causing that, 
globally, various billions of devices are currently 
connected (expecting in the future to reach more than 
50 billions) (Evans, 2011). Additionally, as we have 
said, these devices are very heterogeneous (from 
traditional computers to very small capability sensor 
nodes), so regular cyber-protection mechanisms based 
on the Internet-of-computers assumptions (total 
interoperability, employment of the OSI reference 
model, password-based designs, etc.) are not suitable 
at all. In fact, the Hewlett Packard company reported 
in 2015 that more than 70% of IoT devices present 
weaknesses despite using common cyber-protection 
solutions (HPE Fortify, 2016).  
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In conclusion, the high level of heterogeneity and 
the limited computing power of devices, together with 
the large scale of the IoT systems (which generates 
severe scalability problems) and the great diversity of 
application scenarios (connecting humans, machines 
and robots in any combination) hinder the use of 
regular cyber-protection solutions. However, in order 
to get the full acceptance of users, companies and 
governments it is required to define valid cyber-
protection policies. In particular, solutions related to 
three different aspects are needed: security, privacy 
and trust (Weber, 2010 and Feng et al., 2010). As can 
be seen on Figure 1(a), security and privacy terms 
include very well-known concepts such as 
authentication and encryption. Thus, most works on 
protection management for IoT deal with these topics, 
as they are consolidated knowledge (Atzori et al., 
2010 and Domingo, 2012).  

On the contrary, trust is a complex notion about 
which there is no consensus. Furthermore, important 
issues such as its definition, metrics or evaluation 
methodologies are rarely addressed (Sicari et al., 
2015). Then, although most authors agree trust is a 
key element in the IoT scenarios, there is a lack of 
discussions about trust provision (apart from the 
legislative initiatives which do not address the 
technical challenges). 

Therefore, the objective of this paper is to stablish 
a theoretical framework for trust in IoT scenarios, 
including its most important properties. The proposed 
framework is composed by a mathematical description 
of trust and a list of the requirements which should 
fulfill a solution for trust provision (including its 
assessment and evaluation). An analysis of the 
proposed formalization and requirements shows that 
blockchain technology (Pilkington, 2016) fits them 
perfectly, so a first trust provision system based on 
blockchain networks is also provided.  

The rest of the paper is organized as follows. 
Section 2 describes the state of the art in trust 
provision systems and trust management solution for 
IoT scenarios. Section 3 presents the proposed 
formalization, the requirement analysis and the 
described solution based on blockchain technology. 
Section 4 includes the experimental validation. Finally 
Section 5 shows the obtained results and Section 6 
concludes the paper. 

2 STATE OF THE ART 
ALTHOUGH works on trust in IoT systems are not 

very numerous, various proposals may be found (Xu, 
2014). Moreover, many papers on collateral topics 
(such as multi-party computation (Shaikh et al., 2010) 
or privacy preservation (Evans et al., 2012)) have been 
also reported. Various surveys about trust have been 
also communicated (Daubert, 2015; Yan, 2014; 
Roman, 2011) which may be used to understand the 
current state and future challenges of trust 
management. 

First, some authors have proposed works focused 
on trust evaluation (Zhao et al. 2016). In these 
proposals, methodologies in order to estimate the 
value of the properties influencing the trust level 
associated with the IoT entities in the system are 
defined. In general, however, it is complicated to 
evaluate trust in a quantitative way. Thus, solutions 
used to employ Quality-of-Service concepts in order 
to make calculations. However, some works focused 
on the estimation of parameters such as privacy, 
friendship, nobleness or sensitivity (Daubert, 2015; 
Bernabe 2016; Bordel 2017b) may be also found.  Bao 
(2012), for example, defines honesty, cooperativeness 
and community-interest using network parameters 
such as the packet loss rate. These three quantities 
may be measured in a direct or indirect way, and are 
employed to compose a general estimation of trust in 
the system. Scalability and adaptability problems 
related to this solution were also studied (Bao et al., 
2013). Advanced models considering adaptive 
parameters for trust calculation (Chen, 2016) have 
been reported as well. Furthermore, some trust 
properties (such as trust accuracy or resiliency) have 
been also investigated (Bao, 2012b; Chen, 2016b). As 
a main problem, these proposals require a long time 
(tens of hours) in order to converge to real value of 
trust; the proposed technology allows calculating trust 
in ephemeral ad hoc connections. In a similar way, 
Nitti (2012) proposes a reputation-based model for 
trust in the IoT, arguing that IoT entities might 
stablish social relationships in an independent way 
(therefore, he proposes the term Social Internet-of-
Things). The proposed framework is able to detect the 
malicious behaviors and protect the system using 
security tools. On the other hand, trust evaluation 
models for simplified scenarios including only sensor 
nodes may be also found. For instance, Chen (2011) 
proposes a trust evaluation system for sensor networks 
based on a fuzzy reputation concept which considers 
QoS parameters. Finally, solutions including users’ 
trust have been described (Liu et al. 2010). These 
proposals, using a service classification, evaluate the 
user perception in order to detect malicious entities.  

In all the previously cited proposals, however, trust 
models and methodologies are focused on IoT entities 
(hereinafter, we are using the word “entity-centric”). 
In this approach, IoT components evaluate the 
trustworthiness of the other components with which 
they communicate. Depending on the elements 
employed to analyze the trustworthiness, different 
types of trust may be defined (see Figure 1(b)). In 
particular, cited works describe behavior-based 
(Junfeng et al. 2016; Chen et al. 2011b) solutions 
(where trust level depends on the past experiences), 
although in commercial solutions certificate-based 
solutions (such as HTTPS) are preferred. 

In any case, some relevant problems still make 
difficult the practical employment of entity-centric 
solutions in IoT systems. In fact, entity-centric 
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solutions require very stable and static networks, as 
communication links should be maintained enough 
time to acquire a representative amount of 
information. However, most recently proposed IoT 
systems do not fit this characteristic. First, because 
IoT systems are very dynamic: hardware devices 
stablish ad hoc connections (Bordel et al. 2016b); 
software components may be deployed and 
disassembled very quickly, services and applications 
change depending on the users’ needs (along the 
prosumer principles (Alcarria et al., 2012)), etc. Thus, 
relationships among components are very ephemeral 
and usually it is impossible to accumulate enough 
information in order to make the estimated trust value 
to converge to a stable value. Moreover, identity 
management is an unresolved issue in the IoT 
(Vermesan et al., 2011). In particular, it is unclear if 
components in a system can be provided with a unique 
identifier (Bandyopadhyay et al., 2011). Then, 
implementing an entity-centric trust evaluation 
mechanism turns a very complicated task. Finally, in a 
very common situation, services are provided by 
means of brokers which make independent the 
different layers in the IoT system. Furthermore, 
components in a certain layer usually execute services 
in a collaborative ad hoc way, and the execution 
scheme is unknown by the rest of the elements in the 
system (Bordel et al., 2016). That means that when an 
execution order is received by a component in an IoT 
system, it may delegate or work together with other 
components belonging to the same level in the 
architecture to solve that order; and no component in 
the system (even the original element whish sent the 
execution order) is able to know what components 
were involved in the execution or how the result was 
obtained. In conclusion, many times components 
cannot know the entities with which they 
communicate for real, so trust cannot be measured, 
even if indirect techniques are considered. 

In order to address these problems, we propose a 
data-centric trust evaluation method. In our solution 
the trustworthiness of every received datum by a 
certain IoT entity is evaluated in an independent way, 
without being necessary to know all the components 
in the system or accumulate information about the past 
behaviors of the other IoT entities. In order to do that, 
we define the concept of “chain of custody” (CoC) of 
a datum, as well as the notion of “warranty level” 
associated with the CoC.   

Other works are focused on the description of 
obligations and policies which IoT systems must 
implement in order to be trustworthy (Wu et al., 2011 
and Dell’Amico et al. 2013). Languages such as WS-
policy (Weerawarana et al. 2005) or XACML (Moses, 
2005) are usually analyzed. The main problem of 
these languages is the difficulty to describe general 
low-level policies considering the huge differences 
from IoT scenario to IoT scenario (as target 
applications affect in a very strong way the type of 

hardware devices to be deployed in the system, and no 
common characteristics could be find between two 
arbitrary IoT systems).  
In comparison to these proposals, the presented 
solution is based on a mathematical framework, which 
is adaptable to every application, system or scenario. 
Moreover, as the proposed framework is generic, it 
may be applied in the same way to both, low-level and 
high-level IoT entities.  

 
 

 
 

Figure 1.  (a) Topics related to cyber-protection  (b) Trust 
taxonomy 

Finally, various architectures for IoT systems 
focused on improving trust management have been 
reported. Most of these proposals are based on the 
inclusion of special new functional components 
focused on trust evaluation (Suo et al., 2012). Xiong 
(2011), for example, proposes the inclusion of five 
different functional modules (such as a trusted user 
module or trusted network module), although the 
described solution it is not evaluated in practice. Other 
work (Zhou et al., 2012) describes one or various 
entirely new layer(s), such as middleware, focused on 
trust provision. The main problem of this approach is 
that only the components of the adjacent level may 
provide and obtain information about trust. Other 
solutions present modifications to existing layers 
(such as the network layer) in order to include trust 
provision. Thus, modified routing protocols (Dong et 
al., 2012), handover processes (Martinez-Julia et al., 
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2013) and session establishment procedures (Liu et al., 
2013) have been reported. Additionally, architectures 
including an adaptable trust model may be also found. 
In particular, Dólera (2014) proposes a trust provision 
solution including an engine selector being able to 
apply the most adequate trust calculation model at 
each moment. As a final idea, hardware technologies 
for trust management (Xu, 2014) have been also 
reported, although they are not very common as they 
require special hardware devices which are not 
commercial elements. 

The main disadvantage of the previously described 
frameworks is the need of modifying the existing 
architectures (optimized to the application scenarios) 
in order to include the trust provision system. IoT 
deployments, in general, present complex schemes 
which cannot be easily modified, so these new 
architectures, usually, are not employed in practice. In 
order to address this challenge, the proposed solution 
is based on transversal blockchain networks which do 
not require modifying the existing architectures; have 
been exhaustively validated and allow providing trust 
information to every entity in the system. 

Table 1 compares the proposed technology and the 
reviewed previous works. 

3 PROPOSED SOLUTION 
IN this Section the technical solution is described. 

In the first subsection the basic definitions and the 
mathematical formalization are presented. In the 

second subsection, requirements of trust provision 
systems in the IoT scenarios are reviewed and the 
proposed solution based on blockchain networks is 
described. 

3.1 Trust definition and mathematical 
formalization 

Mathematically, the reception of data by a certain 
IoT entity 𝓮 may be modeled as a stochastic process 
𝒀𝓮, which is the result of the processing tasks 
developed by a set of 𝑲 different IoT entities 𝓢𝓮 =
 {𝒔𝟏, 𝒔𝟐, … , 𝒔𝑲} called data sources. Data sources, 
besides, might consider additional inputs which (as 
any other data reception) may be also modeled as a 
collection of 𝑴𝑿 stochastic processes 𝑿𝓮 =
 �𝑿𝟏, 𝑿𝟐, … ,𝑿𝑴𝑿� (in the general case, 𝑲 ≠ 𝑴 as not 
every data source presents a unique input). Moreover, 
a generalized collection of 𝑴𝒁 = 𝑴𝑿 + 𝑴𝑾   data 
flows 
𝒁𝓮 =  �𝒁𝟏, 𝒁𝟐, … ,𝒁𝑴𝒁� =
�𝑿𝟏, … ,𝑿𝑴𝑿 ,𝑾𝟏,𝑾𝟐, … ,𝑾𝑴𝑾�   may be defined, not 
only considering the inputs to the data sources 𝑿𝓮, but 
also the  𝑴𝑾 intermediate states of the received datum 
𝑾𝓮 = �𝑾𝟏, 𝑾𝟐, … ,𝑾𝑴𝑾�. 

At each time instant 𝒕 =  𝒕𝒊, the stochastic process 
𝒀𝓮 turns into a random variable 𝒀𝓮

𝒕𝒊  on the sample 
space 𝛀𝒀 which contains all the possible received 
messages (𝛀𝒀 is, then, a discrete set). The same 

Table 1.  Comparison among the trust provision and management systems 

Article Described 
solution 

Applicable to 
different layers, 
applications… 

Require a 
convergence 

time 

Unique 
identifiers 
required 

Deep 
modifications 
in the system 
architecture 
are needed  

Ad hoc 
solutions 

are 
tolerated 

Employ a 
validated 

technology 

Bao (2012) Trust model With restrictions** Yes Yes No With 
restrictions 

Yes 

Nitti (2012) Trust model With restrictions Yes Yes No No Yes 
Chen (2011) Trust model With restrictions Yes Yes No With 

restrictions 
Yes 

Liu (2010) Trust model No Yes Yes No No Yes 
Description languages 

(Weerawarana et al. 2005 and 
Moses, 2005) 

Trust description 
languages 

No No Yes No No Yes 

Xiong (2011) Trusted 
architecture 

No Yes Yes Yes No No 

Zhou (2012) Trusted 
architecture 

No Yes Yes Yes With 
restrictions 

No 

Enhanced technologies (Dong 
et al., 2012; Martinez-Julia et 
al., 2013 and Liu et al., 2013) 

Trusted enhanced 
technologies 

No Sometimes Yes Yes No Yes 

Dólera (2014) Adaptable trust 
architecture and 

models 

With restrictions Yes Yes Depending on 
the system 
architecture 

With 
restrictions 

Yes 

Proposed solution Transversal 
solution* 

Yes No No No Yes Yes 

*It includes all the elements related to trust (model, description language, etc.) and affects every layer in the IoT systems 
** Applicable only to layers and applications from a list or presenting certain characteristics 
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consideration can be made about the set of stochastic 
processes 𝑿𝓮.  

Then, it can be defined a multiple variable function 
𝑭𝓮: �𝛀𝑿𝟏 ×  𝛀𝑿𝟐 × … × 𝛀𝑴 × ℝ+�  →  𝛀𝒀 (called 
processing function) which represents the composition 
and processing actions performed by the data sources, 
and depends on time in two ways: through the 
stochastic processes (which are time-dependent) and 
explicitly. Thus, 𝒀𝓮 =  𝑭𝓮(𝑿𝟏, 𝑿𝟐, … ,𝑿𝑴, 𝒕) . In 
general, however, each one of the data sources 
performs a different action or set of actions, following 
an incremental process. Then, in general, 𝑭𝓮 may be 
understood as the generalized composition of 𝑵 =
𝑲 + 𝑱 functions 𝒇𝒊 representing both, on the one hand 
the actions of each data source 𝒉𝒊 (which adds a total 
of 𝑲 functions) and, on the other hand, the potential 
malicious effects of cyber-attacks on the system 
operation 𝒈𝒊 (represented by 𝑱 functions) (1). Figure 
2(a) shows a graphic representation of this scheme. 

𝑭𝓮 =  𝒇𝟏 ∘ 𝒇𝟐 ∘ … ∘ 𝒇𝑵
=  𝒉𝟏 ∘ 𝒉𝟐 ∘ … ∘ 𝒉𝑲° 𝒈𝟏
∘ 𝒈𝟐 ∘ … ∘ 𝒈𝑱 

(1) 

Definition 1 (Trust): Given a certain IoT entity 𝓮 
and a received message 𝝎𝒀 ∈  𝛀𝒀 at 𝒕 =  𝒕𝒊, trust is 
the assumption by the entity 𝓮 that the received datum 
𝝎𝒀 comes from the processing and composition of 
legitimate data by legitimate data sources.  

First, it is important to note that, in entity-centric 
trust definitions (Chen et al. 2011), trust is a 
continuous variable (which evolves as information 
about the behavior of other entities is acquired). 
However, the proposed data-centric definition does 
not consider past events or behaviors, so there is no 
converge time, but trust turns into a binary variable: 
an IoT entity either relies on the message and accepts 
it, or it does not and discard it.  
On the other hand, traditional entity-centric trust 
definitions, which are usually behavior-based 
approaches, are focused on finding out if the 
processing function 𝑭𝓮 hides a malicious behavior 
(Lize, 2014). Mathematically, these approaches try to 
decompose the processing function 𝑭𝓮 into its 
elemental component functions {𝒇𝒊 / 𝒊 = 𝟏, … ,𝑵}, in 
order to stablish if any of them is affected by a cyber-
attack (i.e. if there is a function 𝒈𝒊 ≠ 𝑰𝑰 𝒘𝒊𝒕𝒉 𝒊 ∈
[𝟏, … , 𝑱], being 𝑰𝑰 the identity function). However, as 
it is very complicated to decompose a function, so 
most times (in practice) entity-centric solutions only 
evaluate certain aspects of the global processing 
function. Considering the results, and using a 
previously defined decision tree, it is stablished if a 
hidden malicious component is present or not.  

The proposed data-centric approach is quite 
different. Instead of evaluating the processing function 
(which may be a complex task), trust depends on the 
collection of data sources 𝓢𝓮 and the generalized 

collection of data flows 𝒁𝓮. The obtained information 
about these elements, by only analyzing the received 
message, 𝝎𝒀, is usually insufficient (the conditional 
entropies 𝑯( 𝒁𝒊 | 𝒀𝓮 =  𝝎𝒀), which measures the 
remaining uncertainty once known the received 
message, present values much higher than zero). Then, 
it is required additional information in order to 
determine if a datum 𝝎𝒀 is trustworthy, i.e. if it is the 
product of processing legitimate data by legitimate 
data sources (a question which, one more time, has a 
binary answer).  Legitimate data flows 𝒁𝓮

𝒍𝒍𝒈 are 
usually a subset of the generalized data flows 𝒁𝓮

𝒍𝒍𝒈 ⊆
 𝒁𝓮, as well as legitimate data sources 𝓢𝓮

𝒍𝒍𝒈   are a 
subset of the general data sources 𝓢𝓮

𝒍𝒍𝒈  ⊆  𝓢𝓮. 
Basically, if these sets are equal two by two, then the 
datum 𝝎𝒀 is trustworthy. The advantage of this 
approach with respect to entity-centric solutions lies in 
the fact that it is very difficult to trace the processing 
functions of the IoT entities (some complex 
algorithms are required). It is always easier to store 
information about the data sources and the data flows 
proving a certain datum is trustworthy. In this context, 
it will be guaranteed a message is the product of the 
processing and combination of legitimate data by 
legitimate data sources, if it is verified the chain of 
custody (CoC) of that message.  

 

 
 

Figure 2.  (a): General representation of the reception of data 
by IoT entities (b) Evaluation of the trust function in a generic 
scenario 

Definition 2 (Chain of Custody -CoC- of a datum): 
The CoC of a datum is a registration of its lifecycle, 
designed in order to guarantee the received 
information has not suffered alterations, substitutions, 
contaminations or destructions. In particular, verifying 
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the CoC of a datum implies to access and validate the 
information about four basic phases in the data 
lifecycle: (1) the generation of the original low-level 
data, (2) the possible storage of the data until they are 
consulted or employed, (3) the transmission of the 
data to other IoT entities, and (4) the analyses and 
transformations applied to the data. 

The way in which the information about the CoC is 
generated and stored depends on the employed 
technology:  low-level elements usually employ 
binary data formats, while intelligent components 
manage complex information representations such as 
XML or semantic files. Nevertheless, it is usually 
registered by the same IoT entities which generate, 
process or compose the datum (i.e. the data sources). 
These entities, then, must be provided with the needed 
credentials to be able to access to the storing system.    

The concept of CoC is employed in various 
contexts, from magic spectacles to legal 
investigations. However, the amount of required 
information to validate a CoC is different depending 
on the scenario. This idea is also valid in IoT systems. 
For instance, in some applications identifying the IoT 
entities transmitting a datum may be enough to create 
a valid CoC; while in other cases, it may be also 
necessary to register the time, the data length or any 
other relevant information. In any case, no system is 
able to provide a total knowledge about the received 
data (or the IoT entities, if an entity-centric solution is 
considered). Thus, it always exists a certain 
probability of trusting in an untrustworthy datum, 
𝒑𝒍𝒆𝒆 > 𝟎.     

Definition 3 (Warranty level):  The warranty level 
is a number (usually an integer) representing the 
amount of information (parameters), the level of detail 
and/or the granularity required to a CoC to be valid. In 
practice, it represents the “suspicion level” of the IoT 
entities: as the warranty level grows, more warranties 
(proofs) are required by the entities to trust in data.  
As a consequence, as the warranty level grows, the 
probability 𝒑𝒍𝒆𝒆 goes down.   

In general, different applications or services in a 
same IoT system would show different warranty 
levels: critical services would require a great warranty 
level, while trivial application could present low 
values for this parameter. Thus, an IoT entity may 
discard a received message (i.e. the entity does not 
trust on the message because the associated CoC 
cannot be verified) either because the required 
warranty level is not reached, or because the received 
information about the CoC shows that the datum it is 
not trustworthy.  

All the previous discussions, besides, may be 
expressed mathematically. It can be defined, then, the 
trust function 𝑻𝓮: 𝛀𝒀  →  ℤ𝟐 of a certain IoT entity 𝓮, 
which collects the information about the CoC of each 
received datum and verifies it. The obtained binary 
output determines if the data is trustworthy or not. In 

particular, the trust function may be understood as the 
composition of two functions (2).  

𝑻𝓮 =  𝒕𝒗 ∘ 𝒕𝒕 =  𝒕𝒗(𝒕𝒕(∙)) (2) 

The first function is the tracking function 𝒕𝒕: 𝛀𝒀  →
 ℝ𝒑(𝒘). For each received datum 𝝎𝒀 it generates a 
𝒑(𝒘)-dimensional real vector, being 𝒑: ℕ → ℕ an 
integer monotonically increasing positive defined 
function and 𝒘 the warranty level required by the 
entity 𝓮. This vector represents the information about 
the CoC of the message 𝝎𝒀. In general, as the CoC 
may include a lot of information, it will be stored in 
specialized external components. The tracking 
function, then, searches this information and acquires 
it. Moreover, as 𝒘 grows, more information must be 
acquired which is coherent with the proposed 
definition. If enough information to construct the 
𝒑(𝒘)-dimensional vector is no available, as we said, 
the trust function 𝑻𝓮 returns a negative result 
immediately.  

The second function is the verification function 
𝒕𝒗: ℝ𝒘  →  ℤ𝟐. This function is performed by the IoT 
entities. It receives the real vector representing the 
information about the CoC of the datum 𝝎𝒀, and tries 
to verify it, determining if the datum is trustworthy or 
not. Any desired condition may be imposed, such as 
the original message to be generated by an authorized 
device or the timestamp to be later than a certain 
value. The selected policy depends on the considered 
service and may be described using any of the 
available languages (XACML, for example). Figure 
2(b) represents the generic evaluation of the trust 
function. 

Imaging a trivial solution, a database could support 
the described framework. However, a hidden practical 
problem must be considered, which makes our 
proposal very different from usual databases or data 
traceability schemes. As we said, IoT entities cannot 
store the information about the CoC of every datum in 
the system (as they are not prepared to support this 
functionality), so a specialized external component is 
needed. However, in this context, the IoT entity 𝓮 has 
to receive (through the tracking function) a new 
message containing the information about each CoC. 
Thus, in a recursive problem, it should be evaluated if 
the received information about the CoC is trustworthy.  

In order to solve this complex problem, two 
solutions could be designed. The first solution implies 
to deploy a chain of trust (CoT). In this scheme, it is 
supposed that components storing the information 
about the CoC are much more secure and trustworthy 
by default, so IoT entities should require a lower 
warranty level to the messages received from them. In 
that way, the components storing the information 
about the CoC of the original CoC are much more 
trustworthy, so IoT entities require a much lower 
warranty level, etc. At the end, it will be found a 
totally trustworthy component by default (so no 
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warranties are required, the trust function always 
returns a positive result), which validates the entire 
chain.  

Mathematically, every component in an IoT system 
has the same probability of transmitting an 
untrustworthy message, 𝒑𝟎 (assuming that all have the 
same level of security and, therefore, the same 
probability of suffering a cyber-attack). The creation 
of a CoT implies to incorporate components whose a 
priori probability of transmitting an untrustworthy 
message is lower. This probability is continuously 
going down with each iteration (a total of 𝒏 steps are 
considered) until it cancels (3).      

𝒑𝟎 >  𝒑𝟏 > ⋯ >  𝒑𝒏 > 𝟎 (3) 

This solution is very common, with modifications 
it is (for example) the base of the HTTPS protocol. 
However, it is a very time consuming mechanism as 
various tracking actions (each time more complicated 
as components as more secure) and verifications must 
be performed. Moreover, no component is totally 
secure or trustworthy by default, so (actually) there is 
a hidden risk when supposing the last component 
validates the entire CoT (quantified in the probability 
𝒑𝒍𝒆𝒆). Therefore, a second option is preferred.  

Definition 4 (cumulative property of trust): Given a 
certain message 𝝎𝒀received by a certain IoT entity 𝓮, 
the trust of the entity 𝓮 on the message 𝝎𝒀grows 
following an exponential law, as statistically 
independent evaluations of the trust function with 
positive result are cumulated. As the physical 
independence implies statistical independence, in 
practice in order to cumulate trust, various 
independent registrations of the CoC should be 
maintained (thus, in each evaluation of the trust 
function, the information about the CoC will be 
tracked in a different register). 

In fact, mathematically, if every component in an 
IoT system has the same probability of transmitting an 
untrustworthy message, 𝒑𝟎, then the probability of a 
message to be untrustworthy when 𝒏 independent 
registrations of the CoC prove it is trustworthy may be 
described as an exponential function (4).  

𝒑𝑼 =  �𝒑𝟎

𝒏

𝒊=𝟏

=  𝒑𝟎𝒏 (4) 

Then, the second solution consists of acquiring in 
an independent way the information about the CoC of 
the received datum, from a collection of 𝒏 
independent registers 𝓡𝓮 =  {𝒆𝟏, 𝒆𝟐, … , 𝒆𝒏}. The 
intuitive idea behind this proposal is that if a same 
information is provided by various independent 
sources, the probability of it to be true is higher (a 
principle very used, for example, in journalism). 
Described in that way, this second solution also 
requires performing various tracking processes (as in 
the first solution), however two important facts may 
be considered. First, as all registers are independent 

but equally secure, the accessing time is the same in 
every case (so, finally, for a certain number of 
tracking phases, this second option requires less time). 
And, second and much more important, as all registers 
implement the same interfaces, protocols and secure 
policies, they can communicate and the tasks of 
storing various independent copies of the CoC and 
(later) checking the consistence among all of them 
may be delegated on such collection of registers 
(which must be implemented with an appropriate 
technology). In that way, the IoT entities only have to 
perform one evaluation of the trust function and the 
entire process accelerates. As a consequence of this 
delegation, usually, the value of the 𝒏 parameter is 
part of the system design and it is the same for every 
IoT entity, service or application.  

3.2 Trust provision using blockchain networks 
Various works (Yan et al., 2014) have studied the 

objectives and requirements of trust provision 
systems. Considering these previous analyses and the 
framework presented in Section 3.1, we obtain the 
following list of requirements for data-centric trust 
provision systems: 
• REQ#1, Generality: Data-centric trust provision 

systems must be generic, to be easily and widely 
applied to any type of service or application 
supported by the IoT infrastructure. 

• REQ#2, Trust in metadata: Trust provision 
systems should be also applicable to control 
information in the IoT deployment (such as QoS 
data) if required.  

• REQ#3, Self-protection: Trust provision systems 
should effectively detect attacks against their 
infrastructure, especially attempts to modify the 
stored information about the CoC.  

• REQ#4, Privacy preservation: Information about 
the CoC cannot contain any data about the users’ 
identity, personal information, etc.  

• REQ#5, Distributed: The trust provision system 
must be made of a collection of distributed 
independent nodes, being able of storing each 
one a copy (complete or partial, but coherent 
with the others) of the CoC of the data in the IoT 
system. 

• REQ#6, Storage capacity: The trust provision 
system may be able to store all the information 
about the CoC of the data in the system, with the 
required granularity (warranty level). 

An analysis of the previously described 
requirements clearly shows that blockchain 
technology (Pilkington, 2016) is the most adequate to 
implement data-centric trust provision systems. The 
objective of this paper is not to explain in detail how 
blockchain networks work; however, a brief overview 
is provided below in order to show all requirements 
are perfectly met.  
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Blockchain networks (Tapscott, 2016) are 
composed by a collection of nodes, maintaining each 
one a copy (partial or complete) of the information 
blocks which are stored in the network. The objective 
of these networks is to maintain trustworthy 
information, divided into chained blocks which are 
distributed among all the independent nodes which 
made up the network. In that way, REQ#6 is natively 
supported. On the other hand, any new block added to 
the network is, by default, sent by the receiver node to 
other nodes to be stored in various independent 
locations (REQ#5). Blockchain networks, besides, are 
agnostic in respect to the content of the blocks (which, 
even, may be heterogeneous). Thus, they can store 
information (CoC) about both data and metadata 
(REQ#2) and about any type of service or application 
(low-level devices and top-level applications may 
incorporate information to the blockchain network in 
the same way). REQ#1 gets, in that way, perfectly 
met. Additionally, each block is signed by means of a 
hash function, which protects the stored content. If 
any illegal change is applied, the block gets corrupted 
and every posterior block chained with it also gets 
invalid. If the hash fields were recalculated to create 
valid blocks, the affected node would consult the 
copies of the modified blocks maintained in other 
nodes. If the modified blocks are not coherent with the 
information stored in the network (at least 𝒏 nodes 
must confirm it), the changes are discarded (so 
information about CoC is always supported by, at 
least, 𝒏 independent registrations, as required by the 
cumulative property of trust). Furthermore, only 
authorized users (provided with the appropriate key) 
may incorporate information to the blockchain 
network. In that way, REQ#3 is fulfilled. Finally, 
blockchain networks are not a backup system, so only 
information about the CoC of data in the IoT system is 
stored (never the proper data). Personal information or 
identities, then, are not maintained and REQ#4 is also 
met.  

Blockchain technology, besides, presents a good 
behavior in relation to other important variables and 
challenges such as the security in the securing system, 
reliability, availability or investment. In particular, as 
a network made of several peers where information is 
extensively replicated, availability is guaranteed in 
blockchain systems. Besides, peers may be 
implemented using standard software techniques and 
regular hardware equipment, so investment has not to 
be very high. Reliability and security in the securing 
system are guaranteed by the architecture of 
blockchain systems. As information it is not supported 
only by one machine, but by several hosts 
geographically sparse and belonging to very different 
people, the solution is highly reliable by default, and 
security is provided by means of traditional techniques 
as in any other computational system. 

 
Figure 3.  Trust provision system based on blockchain 
technology 

Figure 3 presents the proposed trust provision 
system. As can be seen, the basic element in the 
system is a transversal (or vertical) blockchain 
network, which communicates with every layer in the 
IoT system (and, potentially, with every IoT entity), 
but which remains totally independent from the IoT 
deployment.  

The proposed blockchain network is made of a 
collection of blockchain nodes (BC node, in Figure 3) 
which are provided with a tracking module (TM) 
being able to collect all the information about the CoC 
of data from the blocks stored in the network, when 
requested by IoT entities. Traditionally, these nodes 
are connected using secure traditional internet 
techniques such as HTTPS, TCP, TLS, etc.  Each BC 
node has associated a certain set of IoT entities. These 
entities are provided with the credentials which allow 
them to register and obtain information in/from the 
network through the associated BC node (each node 
may have different credentials, in order to improve the 
node independence). The use of these credentials 
ensures that only legitimate IoT components write and 
read the CoC.  

Two different actions may be performed by IoT 
entities in respect to the blockchain-based trust 
provision system: write information about the CoC 
and obtain the CoC of a datum. 

In order to write information about the CoC of data 
in the blockchain network, IoT entities periodically 
send a report about the activities performed in the last 
time slot. The level of detail of the report, as well as 
the format of this document, depends on the IoT entity 
writing the information. In some occasions data will 
be uniquely identified (by means of a transaction 
identifier, the transport sequence number, etc.), while 
in other cases generic notes will be written (for 
example: “at T time, algorithm A was applied to all 
pending data”). If desired, both elements (level of 
detail and data format) can be coordinated in all 
entities, layers, etc. or can be totally independent in 
each component. In some cases, even, only some 
selected entities (for example the border entities such 
as gateways) write information in the blockchain 
network. The only requirement which must be taken 
into account is that the tracking module (TM) must be 
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able to understand all the data formats employed in the 
data blocks. In the proposed implementation (see 
Section 4) a XML-based homogeneous data format is 
employed. Reports from authorized IoT entities are 
directly encapsulated into data blocks and stored in the 
network (see Figure 4(b)).  

Reading process is slightly more complicated. As 
each time, and depending on the warranty level, IoT 
entities may need different parameters (and, in 
general, a different amount of information) about the 
CoC, it is required a flexible tracking solution. This 
solution is based on XACML language. IoT entities 
needing trust information about data (usually top-level 
applications as they have more computational power, 
although other entities could also use this service) 
maintain a XACML description about the parameters 
of the CoC (including, of course, the four basic 
phases, see Definition 2) which want to be known 
(origin, generation time…). Then, a XACML     
modified data-flow model is followed in order to 
obtain the required information and verify the 
calculated CoC (see Figure 4(a)). 

On Figure 4(a), all the elements participating in the 
trust evaluation process are identified. In brackets, 
generic names as indicated in the XACML data-flow 
model are written. As main name, the denomination 
employed in this work is included. The process is as 
described below:  
1. The XACML document describing the required 

parameters and information in a valid CoC is 
created by users and loaded by the IoT entity. 

2. A new datum or message is received by the IoT 
entity. Its processing is stopped in a data filter 
until it is determined if the received information 
is trustworthy.  

3. The data filter requests the trust calculation 
module  about the trust associated with the 
received datum 

4. Trust calculation module  asks to the CoC 
verification module for the required information 
about CoC in order to make a decision about the 
new message 

5.  CoC verification module sends the parameters 
to be obtained from the trust provision system.   

6. Trust calculation module sends a request to the 
corresponding BC node and its associated 
tracking module.  

7. The blockchain network reads the information 
blocks, tracking the origin of the received datum 
and all the transformation process it suffered.  

8. The tracking module creates a description of the 
CoC with the obtained information from the 
blockchain network 

9. The CoC description is verified by the CoC 
verification module. As we are explaining later, 
two basic types of verification could be made: a 
light one and a heavy one. In both cases, policies 
and rules to be applied to the CoC are also 
described in the XACML document created by 
users.  

10. The result of the verification is returned 
11. If, finally, the datum is trustworthy the 

processing keeps going, if not, the data filter it is 
ordered to delete the message 

12. The filtering decision is applied 
Although this process seems to be very time 

consuming, in fact it requires very few resources. 
Even, blockchain networks may operate at real-time, 
as their use to support BitCoin transactions has proved 
(Yelowitz et al., 2015). However, as we said, an 
additional mechanism to accelerate the calculations is 
planned. Most times, applications trust on data if their 
CoC may be tracked with the required warranty level: 
particular values of parameters are not important. In 
fact, if the CoC of a message may be perfectly traced 
with the information contained in the blockchain 
network, it is guaranteed the received information has 

 
Figure 4.  (a)Trust provision system based on blockchain technology (b) Example of a XML document in the proposed solution 

 <Message> 
     <Sender> 
         <Name>Sender name</Name> 
      </Sender> 
      <Reciever> 
          <Name>Reciever name</Name> 
      </Reciever> 
      <Time> Time </Time> 

… 
</Message> 
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not suffered alterations, substitutions, contaminations 
or destructions (see Definition 2). In these 
circumstances, it can be employed the light 
verification. In this type of verification, tracking 
modules do not send a complete report about the CoC. 
If all the required parameters can be obtained, a 
message indicating a positive result is sent, but the 
complete CoC description is discarded. At the end, 
this type of verification implies every IoT entity in the 
system provided with blockchain credentials is a 
legitimate data source. This approach reduces the 
transmission and processing time in the IoT entity, 
which accelerates the entire process (quantitative 
analyses are performed in Section 4 and 5). 

On the other hand, if additional rules or policies are 
defined (for example, every datum obtained from 
hardware devices in a certain geographic area is 
untrustworthy), the heavy verification must be 
executed. In this case, the entire CoC description is 
evaluated in the CoC verification module in order to 
determine if it fulfills the requirements to consider the 
message trustworthy. 

Finally, it is important to note that traditional 
blockchain networks are implemented using physical 
devices (computers). However, nowadays, 
virtualization techniques allow the creation of more 
dynamic and flexible solutions by means of the called 
Network Functions Virtualization (NFV). Therefore, 
in the proposed trust provision system, a transversal 
blockchain network is implemented using cloud 
computing and virtualization techniques.  

4 EXPERIMENTAL VALIDATION 
AN experimental validation was designed and 

conducted in order to evaluate the performing of the 
proposed solution. In particular, two different 
experiences were developed. During the first part of 
the validation, the characteristics and capacities of the 
proposed technology are exhaustively measured. 
During the second part, the proposed data-centric trust 
solution is compared with traditional entity-centric 
proposals, in a common application scenario. 

Using the Cloud Services of the Technical 
University of Madrid, a virtual blockchain network 
was created and deployed. Each node was provided 
with a tracking module, being able of understanding 
XML language. Although information about CoC may 
be stored in heterogeneous formats, for simplicity (and 
as this fact does not affect significantly the obtained 
results) in this first deployment all the IoT entities are 
generating reports using the XML language. Ten 
independent virtual nodes were deployed, using 
OpenStack as management application.  The 
credentials of each BC node consisted of a hash, 
generated from a private key. Credentials were 
directly programmed on IoT entities, although in real 
application solution for the secure distribution of keys 
should be considered. SHA-256 hash algorithm was 
employed for both, generating the credentials and 

signing the data blocks. Nodes in the proposed 
blockchain network were based on Linux (Ubuntu 
systems) with Intel i5 processors and 4GB of RAM. 

On the other hand, an IoT system was deployed in 
a laboratory of the Technical University of Madrid. 
The deployed infrastructure consisted of an 
autonomous system for the dynamic calculation of 
evacuation plans. Various sensor nodes where 
deployed, being connect among them through a 
publication/subscription system (P/S) and to the 
Internet by means of a collection of concentrators. 
LCD displays and sound actuator were also included. 
This entire physical infrastructure was connected with 
top-level application by means of a multi-modal 
interface, including (among other technologies) a web 
interface and a telemetry interface. A rule provision 
module was also included in order to stablish certain 
policies about the evacuation plans. Figure 5 shows 
the described architecture.  A detailed description of 
the behavior of this system was reported by Morales 
(2014).As a novelty, all the entities in the system were 
provided with a new interface to communicate with 
the blockchain network. Each sixty (60) seconds every 
entity generated an XML report describing the activity 
of the last minute. Using the provided credentials, 
these reports were generated in the trust provision 
system. An XACML description document is also 
provided to top-level applications. The content of 
these documents varied depending on the performed 
experiment. 

 
Figure 5.  Architecture of the deployed IoT infrastructure 

During the first part of the experimental validation, 
five different experiments were conducted.  

The first experiment evaluated the percentage of 
malicious messages correctly detected, depending on 
the number of data generated per minute in the IoT 
system. In order to do that, light verification was 
activated, and two different policies about the CoC 
registration were considered. Firstly, every IoT entity 
was able to register the generated XML reports in the 
blockchain network. Later, only border components 
(brokers, concentrators and gateways) were allowed to 
write information about the CoC. In order to develop 
this experiment, 25% of the total number of generated 
messages were untrustworthy.   
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The second experiment, in the same circumstances 
than the first one, evaluated the percentage of 
malicious messages correctly detected, depending on 
the percentage of untrustworthy messages generated. 
A data generation rate of 50 data per minute was 
considered during this experiment. 

The third experiment was focused on determining 
the influence of the XACML description document in 
the performance of the trust provision system. In the 
same circumstances than the first one, considering all 
entities in the IoT system may add information to the 
blockchain network, two different XACML were 
created. The first one only required to the information 
about the CoC to be found (i.e. light verification was 
activated). The second one was designed to only admit 
as trustworthy data generated from messages created 
by certain sensor nodes (i.e. heavy verification has to 
be performed). Information about the percentage of 
malicious messages correctly detected was acquired.  

The fourth experiment is an extension of the third 
one (exactly the same conditions are considered). It is 
focused on evaluating the reduction in the trust 
calculation time when light verification is activated.  

Finally, the fifth experiment evaluates the 
percentage of malicious messages correctly detected, 
depending on the warranty level required by top-level 
applications. For simplicity, each time the warranty 
level grew in one unit; ten new parameters were 
included as mandatory information for any CoC in the 
XACML document. Light verification was activated 
and every IoT entity in the system was able to 
incorporate information in the blockchain network. 

On the other hand, during the second part of the 
experimental validation, only one experiment was 
performed. One the most famous entity-centric 
proposals (Bao et al. 2012 and Bao et al., 2013) was 
also implemented in the same IoT infrastructure. Light 
verification was activated and every IoT entity in the 
system was able to incorporate information in the 
blockchain network. In these conditions, both 
solutions were compared in various situations. 
Namely: 
a) Situation A: A fixed component presents a 

malicious component 
b) Situation B: An ad hoc connected component 

presents a malicious component 
c) Situation C: New components without support 

for trust evaluation are included in the IoT 
system 

5 RESULTS 
RESULTS of the experimental validation are 

showed on Figure 6 to 9. Figure 6 to 8 present the 
results of the first part of the experimental validation, 
while Figure 9 describes the results of the second part.  

The evolution of the percentage of malicious 
messages correctly detected, depending on the number 
of data generated per minute may be seen on Figure 6. 
Four different curves are drawn. “False trustworthy” 

curves represent the messages labeled as trustworthy, 
which, in fact, are untrustworthy. “False 
untrustworthy” curves represent the opposite, 
untrustworthy messages considered as trustworthy. As 
can be seen, all curves have an exponential-like 
evolution. In three situations, the proposed solution 
behaves in a very similar way. As the number of 
generated data per minute grows, more information 
(CoC) is stored in the blockchain network, and the 
tracking and verification algorithms have more 
problems in order to calculate the CoC (errors can be 
committed, such as not finding a certain information 
or confusing the value of a field). However, when all 
entities may incorporate information to be trust 
provision system, the asyntactic value for the error 
probability is, as maximum, 𝒑 ≈ 𝟏𝟎%. A value that is 
very similar to which reached by the “false 
trustworthy” curve when only border entities may 
incorporate information.  The value which, in fact, 
changes its behavior in a very drastic way is the “false 
untrustworthy” probability when only border entities 
create the CoC. In fact, as only partial information is 
available, sometimes all parameters cannot be found. 
Then verification algorithm tends to determine as 
untrustworthy valid data. 

 

 
Figure 6.  Results of the first experiment (first part of the 
experimental validation) 

A similar situation occurs in experiment two (see 
Figure 7(a)). In general, as the number of messages 
generated per minutes was relative low (50 data per 
minute), error probabilities (calculated following the 
Laplace’s definition, i.e. as a ratio over the total 
number of transmitted messages) are also low (all of 
them blow 2%).  A slightly evolution, nevertheless, 
can be observed: “false trustworthy” curves tend to be 
growing and “false untrustworthy” curves are 
decreasing (in a more significant way). Once more 
time, however, the most remarkable evolution is 
which presented by the “false untrustworthy” curve, 
when only border entities may incorporate information 
to be blockchain network. As can be seen, error 
probability is near 10% if no untrustworthy messages 
are generated, but it starts descending very fast form 
the beginnings (at a rate of, more or less, 25%). This is 
due to the fact that, as the number of invalid messages 
grows, more often the lack of information represents a 
real untrustworthy message.  
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The third experiment shows very similar results to 
which showed for experiment one (see Figure 7(b)). 
“False trustworthy” curve for light verification 
remains below the value of 𝒑 ≈ 𝟏𝟎%. On the other 
hand, the other three curves present a slight 
modification. This effect is especially significant when 
heavy verification is considered. As more conditions 
are applied, it is more probable to not be able to locate 
all the required parameters and messages are labeled 
as untrustworthy. Thus, heavy verification must be 
considered very carefully, and probably is only 
advisable in general applications. On the other critical 
services might incorporate this type of verification as, 
as can be seen, the “false trustworthy” curve 
converges to a lower error probability (around 
𝒑 ≈ 𝟕%). 

Previously discussions about heavy verifications 
are much more remarkable considering the result of 
experiment four (see Figure 8(a)). As can be seen, as 
more data per minute are generated, more time is 
required to evaluate trust. However, in its maximum 
value, a reduction of 40% in the calculation time can 
be observed. It must be considered that, in these 
experiments “normalized time” was obtained dividing 
each value per the maximum obtained value during 
the experimental validation. 
 

 

 
Figure 7.  (a) Results of the second experiment (first part of the 
experimental validation) (b) Results of the third experiment 
(first part of the experimental validation) 

Moreover, the evolution is quite different 
depending on if heavy or light verification is 
considered. In the case of light verification, a linear 
evolution may be observed. As CoC descriptions are 
not transmitted to the CoC verification module, no 
saturation state is reached and, as seen, the evolution 

is linear. On the other hand, heavy verification 
requires a complex process of calculation; thus as the 
number of data to be processed grows, some trust 
estimations could not be performed (especially if 
queues on IoT entities are saturated) but time remains 
constant. As conclusion, heavy verification should be 
only employed in circumstances when the required 
level of protection justifies these worse QoS 
parameters. 

Experiment five, showed that there is an optimum 
warranty level (see Figure 8(b)). As can be seen for 
low values of the warranty level, CoC contains few 
information and the probability of labeling an 
untrustworthy message as trustworthy is very high. On 
the other hand, for high values of the warranty level, 
probability of occurring a “false untrustworthy” grows 
(in a similar phenomenon to which described in the 
case of heavy verification). As a result, there is an 
optimum warranty level, located in the point where 
both curves cross. Depending on the characteristics of 
the IoT and trust provision systems this value may 
change, but in the case of the proposed validation it is 
𝒘 = 𝟖 (warranty level always must be integer). 

 

 

 
Figure 8.  (a) Results of the fourth experiment (first part of the 
experimental validation) (b) Results of the fifth experiment 
(first part of the experimental validation) 

Finally, we are reviewing the results of the second 
part of the experimental validation, where the 
proposed solution is compared with previous entity-
centric proposals (Bao et al., 2011). See Figure 9. It is 
very difficult to compare data-centric proposals with 
entity-centric proposals, as different very parameters 
and flow diagrams describe their behavior. Thus, the 
number of malicious data finally accepted in three 
different remarkable situations is the best way of 
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comparing (even if only partially and limited) both 
types of solutions. 

 

 
Figure 9.  Results of the second part of the experimental 
validation 

As can be seen, traditional entity-centric trust 
provision systems are more effective than the 
proposed data-centric technology if malicious 
components maintain a fixed position. In fact, in these 
situations, as once the convergence time has passed 
and the malicious component has been isolated no 
more messages are admitted so, long-term, fewer 
malicious messages are processed. However, in the 
other two situations, where components do not 
maintain a same situation or identity, as entity-centric 
solutions need a certain converge time before 
detecting any malicious conduct, there is a risk of 
never reaching a stable value (and, the, all messages, 
trustworthy or untrustworthy, are admitted). Thus, 
data-centric solutions behave in a better way in 
dynamic scenarios. 

6 CONCLUSIONS 
IN this paper a solution for trust evaluation in IoT 

scenarios is described. The proposed data-centric 
solution is based on a mathematical formalization and 
the concepts of Chain of Custody and Warranty level. 
Moreover, it is focused on dynamic scenarios where 
IoT entities stablish ad hoc connections and/or 
identities are not permanent (i.e. ephemeral 
configurations). 

The practical implementation of the proposed 
solution is based on the blockchain technology as it 
meets both, the described formalization and the usual 
requirements for trust provision systems.  

Basically, our proposal consists of a blockchain 
network, where meta-information about the received 
data is stored. This information is protected by hash 
functions and divided into chained data blocks which 
are maintained in various independent nodes in order 
to protect the system against cyber-attacks. This 
information is employed to create CoC descriptions 
which are used to determine the trustworthiness of the 
received data.   

The experimental validation showed that the 
proposed scheme is a useful solution, with a maximum 

error probability (in a regular scenario) of p ≈10%. A 
heavy verification algorithm is also provided, which is 
valid for highly protected infrastructures, but whose 
characteristics do not advise to employ it extensively. 
The concept of warranty level is also evaluated, 
stablishing there is an optimum value for this 
parameter. Additionally, a comparison between the 
proposed data-centric solution and traditional entity-
centric proposals determines the main use of the 
proposed technology is associated to ephemeral 
scenarios, as entity-centric solutions present a better 
behavior in fixed infrastructure. Then, as a conclusion, 
both proposals are not contradictory but 
complementary.  

In any case, the proposed technology enables the 
calculation of trust without being necessary to monitor 
the communication links or IoT entities during large 
time periods, as in previous entity-centric proposals. 
In that way, new and most recent IoT systems based 
on ad hoc technologies and ephemeral connections 
could be provided with trust management solutions. 
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