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ABSTRACT
Reviews are contents written by users to express opinions on products or services. The information 
contained in reviews is valuable to users who are going to make decisions on products or services. 
However, there are numbers of reviews for popular products, and the quality of reviews is not always 
good. It’s necessary to pick out reviews, which are in high quality from numbers of reviews to assist user 
in making decision. In this paper, we collected 21,501 reviews flagged as good from 499,253 products 
on JD.com. We observed the level of users is an important factor affects the quality of reviews, and 
users prefer to post short reviews containing the description of the quality and price of the product. 
We proposed a system to assess the quality of reviews automatically in this paper. We achieved that by 
applying SVM classification based on two kinds of features; reviews and reviewers that would help users 
find out high quality reviews and useful information from massive reviews. We evaluated our system on 
JD.com. The accuracy of our experiments for reviews quality assessing reached to 87.5 percent.

1. Introduction

With the development of the Internet, more and more oppor-
tunities are provided for users to write reviews to share their 
experiences and opinions on products or services by online 
retailers like Amazon.com, movie sites like imdb.com and 
other websites. Users tend to read reviews to know the qual-
ity of products or get other useful information from reviews 
before they are choosing something, such as buying a prod-
uct or picking a movie. The researches done by Chevalier and 
Mayzlin (2006) and Dabholkar (2006) have showed that the 
reviews played an important role on the decision-making. And 
websites are encouraged to make reviews be better to enhance 
user experience. The quality of reviews is also the measure of 
service quality.

A star rating is allowed to assign to show the satisfaction of 
users to products or services. The time when users are posting 
the review is always recorded by the website. Then reviews 
are ranked in the order of star ratings or the time on most 
websites. Unfortunately, the star ratings do not convey enough 
information for users. The content of reviews has to be read to 
get detailed information. The reviews of the best-selling prod-
ucts can be thousands. It’s impossible for users to read all of 
these reviews. Some reviews post by the product manufacturer 
may speak highly of the product to promote the selling. Some 
reviews post by the competitor may say bad words to the prod-
uct to suppress each other. These reviews will mislead users to 
make wrong decisions. Users are encouraged to vote the review 
written by others to confirm whether it is useful, then reviews 
are ranked in the order of useful votes, but participation is low.

Because the number of reviews is large and the quality of 
reviews is various, traditional review ranking and assessing 

methods could not deal with that well. We analyzed the reviews 
on JD.com to better understand features, which have influence 
on a reviews quality. By analyzing the meta-data, the level of 
users, which is the representation of user’s reputation, is in line 
with the quality of reviews. Based on the analysis of reviews 
content, we found that the length of reviews is short and the 
number of words in reviews is not large, because reviews are 
mainly about the description of products features and the price. 
Then we proposed a system to assess reviews quality automat-
ically using a machine learning approach. The main contribu-
tions of this system are: (1) a system for automatically assessing 
quality of reviews using SVM classification. We evaluated our 
system on the data-set collected from JD.com by assessing its 
reviews quality. (2) an analysis of different features helpfulness 
on assessing reviews quality. These features include reviews 
features and reviewers feature. This system would help users 
assess the quality of reviews and pick out reviews, which are 
in high quality from massive numbers of reviews and, which 
are in various qualities.

2. Related Work

There were more and more researches about assessing and 
ranking reviews. Reviews were assessed only according to text 
features by Yang, Yan, Qiu, and Bao (2015). Because authors 
believed that review quality was only related to review text, and 
they chose a user’s manual label as the ground truth to compare 
with. Reviews on Amazon.com were assessed by Zheng, Zhu, 
and Lin (2013) based on not only review text features, but also 
reviewers feature. The assessing performance was improved 
when user’s social feature was considered. They also found that 
the products type, such as digital or physical, has influence on 
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assessing reviews quality. Similar to Zheng et al. (2013), both 
review text features and reviewer’s features were considered 
when Ngo-Ye and Sinha (2014) were assessing reviews quality. 
The reviewer’s features were discussed in more detail. They 
also found that reviewer’s features could improve the reviews 
quality assessing performance. Reviews of Yelp were analyzed 
by Bakhshi, Kanuparthy, and Shamma (2015). They also con-
sidered both reviews and reviewer’s features, and they found 
that the quality of reviews was related to reviewers and reviews 
length. Book reviews on Amazon.com were assessed by Chua 
and Banerjee (2015) based on reviewer reputation, review rat-
ing and review depth, and they found an interesting result that 
the quality of reviews was positively related to reviewer reputa-
tion and review depth, but was negatively related to review rat-
ing. User reviews were analyzed by natural language processing 
and machine learning to get QoS (Quality of Service) in which 
users were interested (Liu, Kale, Wasani, Ding, & Yu, 2015). 
Reviews were assessed based on the combination of latent top-
ics and star ratings (Krestel & Dokoohaki, 2015). Then the 
reviews were ranked to help users get information in quick. 
The sentiment contained in reviews was studied by two steps: 
Reviews text informativeness analysis and sentences structural 
study (Fang, Qian, Huang, & Zhu, 2014). Crowdsourcing was 
introduced to analyze the emergency events (Xu et al., 2016). 
Sentiment contained in reviews was analyzed mainly based 
on lexicon features, and they analyzed reviews from different 
domains, including books, hotels and electronics (Mao, Niu, 
Wang, Wang, & Qiu, 2015). A similar work was also mentioned 
(Shi, Zhan, & Li, 2015). They used CRF model for text fine-
grained sentiment analysis. The nouns and adjectives in game 
reviews were analyzed (Zhu & Fang, 2015) to assist in better 
understanding user experiences and requirements of computer 
games. App reviews were analyzed to help understand user 
needs and experiences (Guzman, Aly, & Bruegge, 2015), which 
was similar to research (Zhu & Fang, 2015). They mined con-
flict opinions contained in reviews, which made developers 
know both the advantages and shortcomings of apps.

Recently, others investigated reviews summarization and 
extraction. Reviews summarization was achieved by exploiting 
user-labeled reviews helpfulness (Xiong & Litman, 2014). The 
helpfulness ratings were used to assist in scoring sentences. The 
problem of generating semantic concepts was studied (Xu, Liu, 
Mei, Hu, & Chen, 2014). A similar research work was repre-
sented (Hu et al., 2014). The knowledge contained in Chinese 
reviews was extracted by building knowledge space and retriev-
ing knowledge (Zhao, Zhu, Jin, & Qiang, 2015). One interest-
ing research was showed by Xu, Chen, and Santhanam (2015). 
They analyzed the relationship between reviews quality and 
reviews presentation formats (text, image and video), especially 
video. At the same time, the product type was also considered 
to analyze its influence on reviews quality. Another interesting 
study (Kwon, Kim, Duket, Catalán, & Yi, 2015) found that users 
preferred to read negative rated reviews to collect weakness 
of products. There were also researches about spam reviews 
detection. Spam reviews mainly of movies were detected based 
on user features and user-product relations features (Wu et al., 
2015). Group spam reviews detection was studied by Xu and 
Zhang (2015).

3. Datasets

Our data was obtained by crawling JD.com to collect reviews. 
The crawler collected reviews starting from a set of the product 

IDs we set. According to Nelson (1970, 1974), products are 
divided into search products and experience products. There 
are reviews flagged as good by JD.com only on search prod-
ucts. It won’t be labor intensive if we choose these reviews to 
investigate. So, we crawled search products reviews on JD.com. 
For each product review, we collected the following data: The 
tag assigned to the product, the pros and cons of the product, 
the content of the product review, the star rating assigned to 
the product, the number of people who think the review is 
helpful and reply to the review, the name and the category of 
the product and the name, the level of the user.

The crawler we used is Heritrix. The reason why we choose 
it is that we can get the whole web page of reviews on JD.com 
stored in HTML format. Then we got reviews by HTML Parser, 
a library used to parse HTML files. Finally, reviews were stored 
in database for analyzing later.

We collected reviews from 499,253 search products, of which 
6,022 have 21,501 reviews flagged as good by JD.com and post 
by 14,250 users. We will analyze the meta-data and the content 
of reviews in the following section. The meta-data could be got-
ten directly, because it’s independent of reviews text. In order 
to get some statistic data from the content of reviews, we will 
separate reviews into separate words by ICTCLAS (Institute 
of Computing Technology, Chinese Lexical Analysis System). 
The source codes can be downloaded from http://ictclas.nlpir.
org. We also analyzed the sentiment of reviews to get a better 
understand of reviews based on a lexical resource which con-
tains sentiment annotation.

4. Analysis of Reviews

4.1. Meta-data Analysis

Meta-data are independent of the text of reviews. The distribu-
tion of star ratings assigned to the product by users is showed 
in Table 1.

We discover that most reviews flagged as good by JD.com 
are assigned 4 or 5 stars. It means that most users are satisfied 
with the product they have bought. We will analyze the content 
of reviews later.

The distribution of helpful votes and reply numbers is 
showed in Fig. 1. We observe that more than 60 percent of 
reviews get no helpful vote or reply from users. Reviews whose 
reply numbers are 1 to 4 are less than 30 percent. It means that 
users are inactive to vote on or reply to reviews. Other disad-
vantages of helpful votes ranking were mentioned by Liu, Cao, 
Lin, Huang, and Zhou (2007), such as imbalance vote bias, 
winner circle bias and early bird bias.

We believe that there is a correlation between useful votes 
and reply numbers. The most familiar measure of dependence 
between two quantities is the Pearson’s correlation coefficient. 
The Pearson product-moment correlation coefficient is a meas-
ure of the linear dependence between two variables X and Y, 
giving a value between + 1 and −1 inclusive, where 1 is total 

Table 1. Star Ratings Distribution.

Star Frequency Percent Cumulative Percent
1 7 0.0 0.0
2 8 0.0 0.1
3 80 0.4 0.4
4 3327 15.5 15.9
5 18079 84.1 100.0
total 21501 100

http://ictclas.nlpir.org
http://ictclas.nlpir.org
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positive correlation, 0 is no correlation, and −1 is total negative 
correlation. We test the data and result is showed in Table 2. 
The result confirms that the useful votes are correlated to the 
reply numbers.

The distribution of user levels is showed in Fig. 2. The user 
levels from high to low are diamond, golden, silver, cupreous 
and registered on JD.com. We discover that most users whose 
review is flagged as good are in high level. It means that expe-
rienced users will provide reviews in high quality.

4.2. Content Analysis

On one hand, we can get to know user’s overall attitude to the 
product from star ratings assigned to the product. On the other 
hand, we can infer the usefulness of reviews from helpful votes 
and reply numbers. However, we can get nothing detailed about 
the product from star ratings, helpful votes or reply numbers. 
In order to know more detailed information about the prod-
uct, we have to dig the content of reviews. We will collect and 
analyze the textual features of reviews. The detailed features 
description is showed in Table 3.

The distribution of sentences and words numbers in each 
review is showed in Fig. 3. In Fig. 3(a) the number of sentences 
is zero, because there is no punctuation in some reviews. We 
find that most reviews contain 1 to 3 sentences. That may be, 
because users who have bought the product want to share their 
opinions in a few sentences and users who are going to buy the 
product want to read few sentences to aid decisions.

The number of words in each review showed in Fig. 3(b) 
is the number of words excluding prepositions, conjunctions 
and pronouns. We observe that there are about 4 to 14 useful 
words for most reviews. It means that not only the number of 
sentences but also the number of words are few in reviews. It 
confirms that users want to provide or get information about 
the product in short reviews again.

The distribution of nouns and adjectives numbers in reviews 
is also showed in Fig. 3. We notice that most reviews contain 1 
to 3 nouns and about 15 percent reviews with no noun. There 
are 1 to 2 adjectives in reviews and about 20 percent reviews 
without adjective.

In order to know what nouns and adjectives are in reviews, 
we collected high frequency nouns and adjectives. They are 
listed in Table 4. We discover that the quality and the price are 
the most concerned factors for users. Users also pay attention 
to the function and other characteristics of the product, such 
as speed, color, size and volume. The logistics and the package 
are also mentioned because; the product has to be delivered 
from the warehouse to users. It’s part of user experience of 
buying products. Another interesting finding is that users like 
to mention their relatives or friends comments in reviews. As 
for adjectives, they together with nouns are used to describe 
the product features.

Figure 1. (a) Distribution of useful Votes. (b) Distribution of Reply number.

Figure 2. Distribution of user levels.

Table 2. Correlation test on useful Votes and Reply numbers.

Reply Useful
Reply pearson Correlation 1 0.686

Sig. (2-tailed) 0.000
n 21501 21501

useful pearson Correlation 0.686 1
Sig. (2-tailed) 0.000

n 21501 21501

Table 3. textual features of Reviews.

Feature Type Feature Name Feature Description
Statistic Sentences number the number of sentences in each 

review
Statistic Words number the number of words in each 

review
Syntactic nouns percent the percent of nouns
Syntactic Adjectives percent the percent of adjectives
Syntactic Verbs percent the percent of verbs
Syntactic Adverbs percent the percent of adverbs
Statistic Strings percent the percent of words which are not 

Chinese
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features divided into two kinds; reviews features and reviewers 
feature.

Star Ratings (SR): A number assigned to the product to 
express the users overall attitude towards to the product. The 
number ranges from 1 to 5. Number 1 means the negative 
attitude towards to the product. On the contrary, number 5 
means the positive attitude towards to the product. In order 
to scale the feature between [0, 1], we define 20 percent of the 
original number to be the star ratings SR.

Helpful votes and Reply Numbers (HRN): Helpful votes 
are numbers of people who think the review is helpful. It’s a 
measurement of reviews quality, which assessed by users man-
ually. And reply numbers are numbers of people who reply 
to the review. Usually, users reply to reviews, which they are 
interested in and useful, then it also could be regarded as a 
measurement of reviews quality which assessed by users manu-
ally. We define the total number of a review’s helpful votes and 
reply numbers to be the helpful votes and reply numbers HRN, 
because helpful votes are correlated to reply numbers and both 
of them are not large.

Words numbers and Sentences Numbers (WSN): Words 
numbers are numbers of words contained in the review. 
Sentences numbers are numbers of sentences in a review. The 
more words and sentences are contained in reviews, the more 
information can be gotten by users.

These features are statistic or syntactic features, which makes 
some of them be correlated to others. Then we did a principal 
component analysis on these features to make new components 
be independent to each other. Principal component analysis is 
a statistical procedure that uses an orthogonal transformation 
to convert a set of observations of possibly correlated variables 
into a set of values of linearly uncorrelated variables called 
principal components.

Before the principal component analysis, we perform the 
KMO (Kaiser-Meyer-Olkin) and Bartlett’s test to check whether 
it’s suitable for the analysis. The KMO value is close to 1 when 
the simple correlation coefficient is larger than the partial 

In order to know what verbs and adverbs are in reviews, we also 
collect high frequency verbs and adverbs. The analysis result of 
verbs, adverbs and String Percent is omitted as the limited pages.

The sentiment is contained in reviews to show users atti-
tudes, feelings and opinions. We analyzed the sentiment of 
reviews based on HowNet, which is a lexical resource contain-
ing words sentiment. It can be downloaded from http://www.
keenage.com. There are mainly 4 kinds of words in HowNet, 
including words describing positive feelings, negative feel-
ings, positive comments and negative comments. We analyze 
reviews words over 2 axes; positive sentimental words (positive 
feelings and comments) and negative sentimental words (nega-
tive feelings and comments). We discovered that there are 1 to 5 
positive words in reviews to present users positive feelings and 
comments. It’s in line with the star ratings of reviews, which 
were analyzed above. Positive sentimental words are contained 
in high star rated reviews to express user’s feelings.

5. Assess Reviews Quality

5.1. Features Indicating Quality

In order to analyze the helpfulness of different features on 
assessing reviews quality, we evaluated our system with lots of 

(a) Distribution of sentences.  (b) Distribution of words.

(c) Distribution of nouns. (d) Distribution of adjectives

Figure 3.  the Distribution of nouns and Adjective numbers in Reviews

Table 4. top-25 High frequency nouns and Adjectives.

Nouns

Goods Quality Price Feeling Effect
Speed Appearance Brand Certified 

goods
Workmanship

function products problem friends mobile phone
Voice package taste Color time
mouse Disadvantage Wife earphone Card

Adjectives

good nice Big Small fast
Cheap Beautiful many High Convenient
practical Comfortable good looking fit expensive
Cute exquisite long tough Clear
general Simple old light easy

http://www.keenage.com
http://www.keenage.com
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Features for assessing reviews quality are based on not 
only reviews themselves, but also reviewers who post them. 
Reviewer Feature is the feature, which is related to reviewers.

User Levels (UL): The level of users is raised as they buying 
products and posting reviews. The higher the user level is, the 
more experienced the user is. We believe reviews written by expe-
rienced users are in high quality because experienced users are 
good at sharing their opinions and experiences. As there are five 
user levels, we make the user levels become numbers 1to 5. And 
we define 20 percent of user level numbers to be user levels UL. It 
means the more the UL close to 1; the higher the user is leveled.

5.2. Experiments and Results

We evaluated our system by applying SVM classification based 
on features defined above on JD.com. Below, we described the 
evaluation procedure and experimental results.

As there are reviews, which are flagged as good by JD.com, 
we assumed that reviews, which are flagged as good, are in 
high quality. On the contrary, reviews, which are not flagged 
as good are assumed to be in low quality. Therefore, assessing 
reviews quality on JD.com was defined to be a binary classi-
fication task. We compiled a feature vector for each review 
according to features definition mentioned in Section 5. The 
feature values, which were not normalized by definition, were 
scaled between [0, 1]. In order to classify the reviews, we used 
a C-SVM with a radial basis function (RBF) kernel as imple-
mented by LibSVM. We tuned the RBF kernel parameters 
C (the penalty parameter) and γ (the kernel width hyperpa-
rameter) performing full grid search following Hsu, Chang, 
and Lin (2003). We performed ten-fold cross validation for 
performance evaluation. We experimented with various com-
binations of feature sets.

The average cross validation accuracy for all combinations 
of feature was showed in Table 7. We can infer that the WSN 
feature performs best. The WSN feature contains information, 
which is related to words and sentence numbers. It shows the 
useful information richness from which users can get. The SR, 
SWN and UL features also perform well in assessing reviews 
quality. The HRN feature performs worse than other features. 
The HRN feature is about user’s feedback, which should have 
been important. However, there is not enough feedback from 
users for the product, which makes it perform worse. The per-
formance gets improved when different reviews features are 
combined to assess reviews quality. However, when all reviews 
features are combined, it performs worse than meta-data or 
content-data reviews features are combined. The reason may 
be that the attitude of review content is not always same as the 
attitude of review meta-data. The performance improves signif-
icantly when both reviews and reviewers features are combined 
for reviews quality assessing.

correlation coefficient. It means that there is a strong corre-
lation between variables. The primary hypothesis of Bartlett’s 
test of sphericity is that the correlation coefficient matrix is 
the identity matrix. If the Sig. value is less than the significant 
level, we reject the primary hypothesis, indicating that there 
is a strong correlation between variables. The result is showed 
in Table 5. The KMO value is 0.7 close to 1 and the Sig. value 
in Bartlett’s test of sphericity is less than 0.05, which means 
the correlation between variables is strong and it’s suitable for 
principal component analysis.

The result was showed in Table 6. We can infer that there 
are two principal components. The first component is differ-
ent words and sentences numbers component, and the sec-
ond component is strings numbers component. In fact, more 
than 95 percent reviews have no strings in our data-set, which 
means we can ignore the second component. As for the first 
component, different words numbers and sentences numbers 
are correlated to each other. Then we let words numbers stand 
for other words numbers, because other words numbers are 
contained in words numbers. Above all, we define the total 
numbers of words numbers and sentences numbers to be the 
words numbers and sentences numbers WSN.

Sentimental Words Numbers (SWN): Sentimental words 
numbers are numbers of positive and negative sentiment words 
contained in reviews, and it’s much more precise and valuable 
than star ratings. Then we define the total numbers of posi-
tive and negative sentiment words numbers to be sentimental 
words numbers SWN.

Description Words Numbers (DWN): Description Words 
Numbers are numbers of words, which describe the quality of 
products and other things users concerned. It means the more 
those words are contained in reviews, the more useful reviews 
are. Reviews, which contain lots of useful information, are in 
high quality. We define the numbers of words, which describe 
products quality and other user concerned to be the description 
words numbers DWN.

In order to analyze the description words contained in 
reviews, we collected nouns, which are separated from pros 
and cons of products. We also collected high frequent nouns 
contained in reviews content. We assumed that both the nouns 
contained in pros and cons and high frequent nouns contained 
in reviews content are words, which describe the product qual-
ity and other things users concerned, then the description 
words set was generated.

Table 5. Kmo and Bartlett’s test.

Kaiser-Meyer-Olkin Measure of Sampling Adequacy 0.700
Bartlett’s test of Sphericity Approx. Chi-Square 263401.641

df 153
Sig. 0.000

Table 6. Component matrix.

Component

1 2
Words numbers 0.335 −0.154
nouns numbers  0.905 −0.019
Adjectives numbers  0.787 0.033
Verbs numbers  0.926 −0.037
Adverbs numbers  0.846 0.068
Strings numbers  0.077 0.961
Sentences numbers 0.990 −0.012

Table 7. Accuracy with Different feature Sets.

Feature Combinations RBF Kernel
SR 82.6351%
HRn 65.0103%
WSn 83.4258%
SWn 82.3464%
DWn 73.4523%
ul 81.3245%
SR+tp+HRn (meta-data of reviews) 84.5672%
WSn+SWn+DWn (content-data of reviews) 85.5278%
SR+tp+HRn+WSn+SWn+DWn (reviews feature) 83.6955%
SR+tp+HRn+WSn+SWn+DWn+ul (reviews and reviewers 

feature)
87.5343%
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6. Conclusion

Reviews are widely supported by different kinds of websites 
to enhance user’s online experience. However, reviews vary 
in quality and can be in large amount for popular products. 
Thus, assessing and ranking numbers of reviews turn out to 
be necessary.

We analyzed reviews flagged as good on JD.com to better 
understand how different factors affect the quality of reviews. 
We observed that the quality of reviews is related to the level 
of users. We also observed that the number of both words and 
sentences is few, making reviews be concise. We found the 
features and the price of products are the focus of reviews for 
search products.

We also proposed a system for automatically assessing 
reviews quality to solve that problem. We achieved that by 
applying SVM classification based on several reviews and 
reviewers features. We trained our system and assessed reviews 
quality on JD.com. The accuracy reached to 87.5 percent for our 
system evaluation. We also analyzed the usefulness of different 
features on assessing review quality. The performance of com-
bining reviews and reviewers features to assess review quality 
is significantly better than those of other features combination.

Newly post reviews, which contain more useful information 
in recent are much more helpful for users. Then reviews, which 
were labeled in high quality by our system, ought to be listed 
in chronological order on JD.com.

Our system, which automatically assesses review quality, 
could help users deal with large numbers of reviews, which 
are in various qualities. It could pick out high quality reviews 
and assist user in making decisions.

As further future work, we plan to experiment with all 
reviews belonging to one category, including reviews, which 
are not flagged as good. We will analyze the reviews especially 
few stars rated to investigate the characteristic of them. We will 
also perform an experiment on reviews of experience products 
to find the differences between search products and experience 
products.
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