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ABSTRACT
A method that uses fuzzy logic to classify two simple speech features for the automatic classification 
of voiced and unvoiced phonemes is proposed. In addition, two variants, in which soft computing 
techniques are used to enhance the performance of fuzzy logic by tuning the parameters of the 
membership functions, are also presented. The three methods, manually constructed fuzzy logic 
(VUFL), fuzzy logic optimized with genetic algorithm (VUFL-GA), and fuzzy logic with optimized 
particle swarm optimization (VUFL-PSO), are implemented and then evaluated using the TIMIT speech 
corpus. Performance is evaluated using the TIMIT database in both clean and noisy environments. Four 
different noise types from the AURORA database—babble, white, restaurant, and car noise—at six 
different signal-to-noise ratios (SNRs) are used. In all cases, the optimized fuzzy logic methods (VUFL-
GA and VUFL-PSO) outperformed manual fuzzy logic (VUFL). The proposed method and variants are 
suitable for applications featuring the presence of highly noisy environments. In addition, classification 
accuracy by gender is also studied.

1. Introduction

The classification of speech into voiced and unvoiced phonemes 
is a significant pre-processing step in many speech applications, 
such as speech segmentation, speech recognition, reconstruc-
tion, and de-noising (Beritelli, Casale, Russo, & Serrano, 2009; 
Fisher, Tabrikian, & Dubnov, 2006). Conventional models of 
speech are based on the voiced and unvoiced characteristic, as 
it is easily discernable in speech (Narayanan, Zhao, Wang, & 
Fosler-Lussier, 2011). Speech is composed of phonemes, which 
are produced by the vocal cords. Voiced sounds, such as “z” 
or “g” consist of periodic, oscillatory signals due to the vibra-
tion of the vocal folds. Unvoiced sounds, such as “k” or “q” 
are non-periodic and more noise-like, caused by air passing 
through some constriction in the vocal folds.

A variety of techniques for voiced/unvoiced classification 
has been reported in the literature. Wavelet transform has been 
used for feature extraction in speech-recognition applications, 
proving to be an effective technique for unvoiced phoneme 
classification (Sahu, Biswas, Bhowmick, & Chandra, 2014). 
Kumar, Hussain, and Kanhangad (2015) proposed a novel 
approach based on empirical wavelet transform and multi-
level local patterns (MLP) for classification of voiced/non-
voiced speech signals. In their proposed approach, MLP and 
a modified version of 1D-local binary patterns (LBP) are used 
as features, and nearest neighbor (1-NN) is used as a classi-
fier. They used the CMU Arctic database to evaluate the pro-
posed method, with experiments conducted on 60 male speech 
signals and a set of 60 female speech signals. Zero-crossing 
rate and short-term energy have also been used to make 
voiced/unvoiced decisions in broad phoneme classification 
(Deekshitha & Mary, 2014), in which one broad phoneme sym-
bol (Vowels, Nasals, Plosives, Fricatives, Approximants, and 

Silence) is assigned for each frame. Faycal and Bensebti (2014) 
conducted a comparative performance study of several features 
for voiced/nonvoiced classification of speech. They developed 
five classification schemes by combining one or two features 
from among the following: Energy (E), Zero-Crossing Rate 
(ZCR), Autocorrelation Function (ACF), Average Magnitude 
Difference Function (AMDF), Weighted ACF (WACF), and 
Discrete Wavelet Transform (DWT). The performance of their 
classifiers was evaluated on a subset of speech data extracted 
from the TIMIT Database. To validate the developed classifiers 
in noisy environments, they used two different noise types, 
white and babble, taken from the NOISEX92 database. For 26 
speakers (13 females and 13 males), they achieved a perfor-
mance of approximately 97%, but the classifiers significantly 
degraded in noise to 50%. Driaunys, Rudžionis, and Žvinys 
(2015) presented a classification approach comprising features 
and rules for the detection of phoneme groups using phonet-
ically labeled data. Their classification approach produced an 
overall 3% improvement for phoneme recognition accuracy 
using the LTDIGITS corpora. The utterances of 100 speakers 
(50 males, 50 females) were selected for their experiments. 
Alam, Jassim, and Zilany (2014) proposed a method for pho-
neme classification under noisy conditions. In their proposed 
method, neurograms are constructed from the responses of 
a model auditory nerve to speech phonemes, which are then 
used as features to train a recognition system that utilizes a 
Gaussian Mixture Model (GMM). Using the TIMIT database, 
performance was evaluated for different types of phonemes, 
such as fricatives, stops, and vowels, in both clean and noisy 
environments. The results obtained suggest that their proposed 
method based on neural response is more robust to noise for 
phoneme classification.
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Beritelli et al. (2009) proposed an adaptive system for 
Voiced/Unvoiced (V/UV) speech detection in background 
noise, in which a genetic algorithm is used to select features 
that achieve the best V/UV detection. They implemented the 
system and performed tests using the TIMIT speech corpus 
and its phonetic classification. Four different types of noise 
and five different SNRs were used. Further, they used sentences 
uttered by two speakers, one male and one female, from each 
of eight different geographical areas (DR1-DR8), resulting in 
16 different speakers in total being used for the training and 
test phases. Their experimental results showed that the adaptive 
V/UV classifier outperforms traditional solutions, giving an 
improvement of 25% in very noisy environments compared 
with non-adaptive classification and the V/UV detection sys-
tem in the ETSI ES 202 212 v1.1.2 and with the speech clas-
sification in the Selectable Mode Vocoder (SMV) algorithm. 
Dhananjaya and Yegnanarayana (2010) proposed a new 
method for voiced/nonvoiced detection based on epoch extrac-
tion, in which instants of significant excitation (or epochs) are 
extracted using a zero-frequency-filtered speech signal. The 
performance of the proposed algorithm was evaluated on 40 
speakers from the TIMIT and CMU ARCTIC databases, using 
two different noise types from the NOISEX database at five 
different SNRs.

All of the studies presented above use various techniques to 
detect voiced/unvoiced speech, but the performance of their 
classifiers significantly degrades in noise. Further, the classifiers 
were only applied to small groups of speakers. To the best of our 
knowledge, this present study is the first to use soft computing 
techniques for voiced/unvoiced classification with a large set 
of phonemes in highly noisy environments.

The remainder of this paper is organized as follows; Section 
2 presents the proposed method and its variants. Section 3 
develops the fuzzy logic for voiced/unvoiced classification. 
Section 4 outlines the enhancement of fuzzy logic using a 
genetic algorithm. Section 5 describes the enhancement of 
fuzzy logic using PSO. Section 6 evaluates the performance 
of the proposed methods under noisy conditions. Section 7 
concludes this paper.

2. Proposed Method

Figure 1 shows a block diagram of the proposed voiced and 
unvoiced classification system. The input to the system is a 
speech file. In the feature extraction step, the ZCR and short-
term energy are computed for each phoneme. These features 
are applied for each controller. We investigated three classifiers: 
A manually constructed fuzzy logic controller and two clas-
sifiers that each use a fuzzy logic controller tuned using soft 
computing techniques (GA and PSO).

2.1. Feature Extraction

One of the simplest methods used to perform voiced/unvoiced 
phoneme classification is based on zero-crossing rate (ZC) and 
short-term energy (STE).

2.1.1. Zero-crossing rate (ZC)
ZC (Panagiotakis & Tziritas, 2005) is the rate of sign changes 
along a signal. The ZCR of a voiced signal is less than that of 
an unvoiced signal. The ZC for each frame is calculated using 
Equation (1):
 

Where N represents the number of samples in a phoneme.

2.1.2. Short-term energy
Energy for voiced speech is significantly greater than that for 
unvoiced speech; hence, the short-term energy can be used to 
distinguish voiced and unvoiced speech. The long-term defi-
nition of signal energy is given by Equation (2):

Where w is a function, and n is the number of samples in a 
phoneme.

Rabiner and Schafer (2011) state that “voiced speech should 
be characterized by relatively high energy and relatively low 
ZCR, while unvoiced speech will have relatively high ZCR 
and relatively low energy.” They also state that “we have not 
said what we mean by high and low values of short-term ZCR, 
and it is really not possible to be precise.” We view this as a 
problem that can be appropriately solved using soft computing 
techniques as they deal with imprecision, partial truth, and 
uncertainty.

2.2. TIMIT Speech Corpus

The TIMIT Acoustic-Phonetic Continuous Speech Corpus 
(TIMIT—Texas Instruments [TI] and Massachusetts Institute 
of Technology [MIT]) was recorded to provide speech data 
for acoustic-phonetic studies and automatic speech-recogni-
tion systems. TIMIT contains recordings of 630 speakers of 
eight major dialects of American English. All sentences are 
manually segmented at the phoneme level. The phonemes are 
grouped into voiced and unvoiced groups (Beritelli et al., 2009; 
Huang, Acero, Hon, & Foreword By-Reddy, 2001), as shown 
in Table 1.

3.  Fuzzy Logic for Voiced and Unvoiced 
Classification

In this section, the design of the fuzzy logic controller called 
VUFL for voice and unvoiced classification based on our study 
in Algabri et al. (2015) is presented. VUFL is used to classify 
speech based on ZCR and short-term energy. The ZCR and 
energy features are extracted for each phoneme and then used 
as input for VUFL. VUFL comprises three components; lin-
guistic variables (inputs and outputs), membership functions, 

(1)ZC =

N∑

n=1

|
|sign(xn) − sign(xn−1)

|
|

(2)E =

∞∑

m=−∞

x2(m)w(n −m) n − N + 1 ≤ m ≤ n

Classified 
speech 

Fuzzy Logic Controller

Feature
extraction

Optimized FLC using GA

Optimized FLC using PSO

Figure 1. Block Diagram of the proposed methods.

Table 1. tImIt phoneme Classification.

Class Phoneme
Voiced b, d, g, dx, jh, z, zh, v, dh, m, n, ng, em, en, eng, nx, l, r, w, y, hv, 

el, iy, ih, eh, ey, ae, aa, aw, ay, ah, ao, oy, ow, uh, uw, ux, er, ax, 
ix, axr.

unvoiced p, t, k, q, ch, s, sh, f, th, hh, kcl, tcl, gcl, epi, dcl, ax-h.
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and fuzzy rules. We used a MATLAB Fuzzy Logic Toolbox to 
build the classifier, as shown in Figure 2. In our design, the 
controller has two inputs; zero-crossing rate (ZC) and short-
term energy (STE). The output of the controller is classified 
speech.

The membership function is a graphical representation of 
the values of inputs and outputs. In this work, three “Gaussian” 
membership functions are used for each input and output. The 
range distribution of each input is divided into three linguistic 
variables: Low, Mid (Medium), and High. Figure 3 shows the 
membership functions of the VUFL input variables.

The range of the output of this classifier is divided into 
two linguistic variables, namely voiced (V) and Unvoiced 
(U). Figure 4 illustrates the output membership functions of 
VUFL.

Fuzzy rules use a simple IF-THEN rule base to control the 
output of the controller. The fuzzy rules used in this controller 
for the three membership functions are listed in Table 2.

To build the rule base, we used the IF-THEN rules presented 
in Algabri et al. (2015), Caruntu, Nica, Toderean, Puşchită, 
& Buza (2006), and Caruntu, Toderean, & Nica (2005), after 
testing and verifying each rule manually.

4.  Optimized Fuzzy Logic using a Genetic 
Algorithm (VUFL-GA)

The performance of fuzzy logic depends on the member-
ship functions and fuzzy rules (Herrera, Lozano, & Verdegay, 
1995). The process of tuning the membership function 
parameters is difficult and time consuming. In this section, 
we outline how the membership function parameters are 
automatically tuned using a genetic algorithm to overcome 
this difficulty. GAs are evolutionary algorithms that use 
biological evaluation to solve optimization problems. The 
general idea underlying GAs is first representation of each 
candidate solution of the problem as a chromosome. Then, 
crossover and mutation operators are applied to generate new 
solutions. Solutions are then selected according to a fitness 
function. Figure 5 shows a block diagram of the proposed 
VUFL-GA system. In the initial step, the first generation of 
membership functions is generated randomly. Because we use 
Gaussian membership functions, each is represented using 
two variables: the center (c) and width (σ) in a chromosome.

Each chromosome represents one candidate solution and a 
cost function is computed for each solution using Equation (3):

 

Where n is population size, m is number of speakers, w is 
number of wav files for each speaker, and p is the number of 
phonemes in each wav file. Class(i, j, k, l) = 1 if the system is 
classified correctly and is equal to zero otherwise. This cost 
function should be minimized.

In the reproduction step, crossover and mutation are applied 
on the parents, selected using the roulette wheel method 
(Lipowski & Lipowska, 2012), to generate children. The new 
generation is selected based on the best cost of parents and 
children. Termination occurs when the system has reached its 
maximum number of generations.

(3)

Cost = 100 ×

[

1 −
1

n ×m × w × p

n∑

i=1

m∑

j=1

w∑

k=1

p∑

l=1

Class(i, j, k, l)

]

Figure 2. VuflC Components.

Figure 3. Input membership functions of VuflC.

Figure 4. output membership functions of VuflC.

Table 2. fuzzy Rules of Vufl.

Input

Zero-crossing Energy Output
High mid unvoiced
mid High Voiced
low High Voiced
High High unvoiced
mid mid Voiced
low low unvoiced
low mid Voiced
mid low unvoiced
High low unvoiced
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While searching, each particle updates its velocity and posi-
tion using Equations 4 and 5 (Algabri, Mathkour, Ramdane, 
& Alsulaiman, 2015):
 

 

Where v(t) is the current velocity, v(t + 1) is the updated veloc-
ity, c

1
 and c2 are acceleration coefficients, w is the inertial weight, 

pbestis the personal best fitness of particle i, gbest is the global 
best fitness among all the particles, x(t  +  1) is the updated 
position of the particle, x(t) is the current position of the par-
ticle, and v(t + 1) is the updated velocity, from Equation (3), 
of the particle.

As with the GA, we conducted several experiments using 
PSO to choose the optimal number of iterations, swarm size,c

1
, 

andc
2
. Parameter sets were selected randomly, as shown in 

Table 5.
Table 5 shows that the result with the best cost, 2.8%, was 

obtained in experiment number 5 using parameter set (124, 
66, 1.8, and 1) for number of iterations, swarm size,c

1
, andc

2
, 

respectively. Finally, we generated a fuzzy logic controller from 
the best solution obtained by PSO. Figure 7 shows the tuning 
membership functions for VUFL-PSO.

6. Performance Evaluation

We evaluated the performance of the proposed methods (VUFL, 
VUFL-GA, and VUFL-PSO) experimentally. All 630 speakers 
(192 females and 438 males) in the TIMIT Corpus were used in 
the evaluation. The overall number of phonemes in this sample 
is more than 43,000. We divided the entire database into train 
and test for each male and female set, as shown in Table 6. The 
training data were used to optimize the fuzzy logic via genetic 
algorithm and PSO.

(4)
v(t + 1) = w ⋅ v(t) + c

1
⋅ rand

1
⋅ (pbesti − x(t))

+ c
2
⋅ rand

2
⋅ (gbest − x(t))

(5)x(t + 1) = x(t) + v(t + 1)

4.1. Selecting Parameters

Selection of parameters is a critical step in the application of 
genetic algorithms (Gates, Merkle, Lamont, & Pachter, 1995). 
In this section, the experimental results obtained using GA are 
applied to choose the optimal number of generations, popula-
tion size, crossover rate, and mutation rate. Several parameter 
sets were selected randomly from the ranges given in Table 3. 
The range of each GA parameter was selected based on previ-
ous work (Gates et al., 1995).

Table 4 shows that the best result, cost of 7%, was obtained 
in experiment number 2 using parameter set (118, 96, 0.90, 
and 0.15). In the final step, we generated a fuzzy logic con-
troller from the best solution obtained using the genetic algo-
rithm. Figure 6 shows the tuning membership functions for 
VUFL-GA.

5. Fuzzy Logic Optimization using Particle Swarm 
Optimization (VUFL-PSO)

This section presents the optimization of the fuzzy logic 
controller for voiced and unvoiced classification using PSO 
(VUFL-PSO). The proposed method optimizes the controller 
by tuning the parameters of the membership function. PSO 
is a population-based optimization technique developed by 
Kennedy and Eberhart (1995). It is inspired from the social 
behavior of bird flocks or fish schools. In PSO, each candidate 
solution is modeled by particles flying around the search space. 

Initialization Cost function 
evaluation

Reproduction 

New generation 

Cost function 
evaluation 

No 
Yes Stop Termination 

Figure 5. Block Diagram Showing the typical operation of a genetic Algorithm.
Figure 6. membership functions for Vufl-gA after tuning using gA.

Table 3. gA parameter Ranges.

Parameters Range
number of generations 20–160
population size 20–160
Crossover rate 60–90
mutation rate 1–20

Table 4. parameters Selected for gA.

Exp. ID
No. of  

generations
Popula-
tion size

Crossover 
rate

Mutation 
rate Cost

1 56 59 0.69 0.12 9.880
2 118 96 0.90 0.15 7.063
3 101 111 0.88 0.10 8.492
4 132 92 0.92 0.11  8.492
5 90 84 0.73 0.15 8.530
6 65 87 0.84 0.20 9.880
7 135 111 0.72 0.50 9.800
8 94 109 0.93 0.60 9.840
9 68 52 0.92 0.10 12.620
10 95 52 0.83 0.90 9.880

Table 5. parameters Selected for pSo.

Exp. Id # of iteration Swarm size c
1

c
2

Cost
1 77 20 0.8 0.4 9.840
2 42 66 0.2 1.6 8.490
3 78 52 2.0 0.6 7.060
4 109 76 1.2 2.0 4.285
5 124 66 1.8 1.0 2.817
6 119 46 1.4 1.4 7.100
7 28 95 0.4 1.8 5.640
8 59 91 1.6 0.2 7.100
9 142 80 0.6 1.2 7.060
10 87 76 0.6 2.0 15.510

note: Bold values represent the parameters of the best cost.
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well in the clean environment, with decreasing performance 
when noise was added to the speech signal. The VUFL-GA had 
the best performance in white and restaurant noise. Conversely, 
VUFL-PSO had the best performance in babble and car noise 
with high SNRs (30 dB, 20 dB, and 10 dB). Our proposed meth-
ods proved more robust than other V/UV classification systems 
presented in (Faycal & Bensebti, 2014) in very noisy environ-
ments (0 dB and -5 dB). The performance of the method in 
(Faycal & Bensebti, 2014) was 51.83 and 69.95 at low SNRs 
under babble and white noise, respectively.

The average values for classification accuracy at different 
SNRs (30, 20, 10, 5, 0, and -5 dB) are shown in Figure 8 for 
different types of noise. It can be seen that VUFL-GA and 
VUFL-PSO are more robust than VUFL in very noisy envi-
ronments. Finally, we compared the performance of our clas-
sifiers with that of the classifier proposed by Dhananjaya and 
Yegnanarayana (2010). In white noise, their classifier achieved 
voiced/unvoiced detection accuracy in the range [94.2–85.7] 
with different SNRs. In contrast, our method achieved perfor-
mance in the range [87.78–72.40]. The higher performance by 
Dhananjaya and Yegnanarayana’s classifier may be attributed to 
the fact that they used only a small subset of TIMIT, comprising 
38 speakers (24 males and 14 females), whereas we used all 630 
speakers from TIMIT (438 males and 192 females).

6.1. Study of Classification Accuracy by Gender

In this section, we look at the accuracy of classification by gen-
der (male and female) using SAS 9.2. First, we calculated the 
mean classification accuracy for males and females separately 
for the VUFL-GA method. Then, these data were analyzed with 
SAS using a Two Sample t-test, as shown below.

Two Sample t-tests for accuracy by gender

The performances were compared under four noise types 
(babble, white, restaurant, and car) in addition to clean speech. 
Six levels of SNR, shown in Table 7, were used in the experi-
ments. These noise types were taken from the AURORA noisy 
speech evaluation (Zhu, Iseli, Cui, & Alwan, 2001). Analysis of 
these results showed that improved performance was obtained 
from the fuzzy logic classifier enhanced using GA and PSO 
(VUFL-GA, and VUFL-PSO).

Table 7 gives results in terms of the average accuracy of 
voiced and unvoiced classification using the TIMIT Corpus. 
In all the experiments, the tuned fuzzy logic controllers using 
soft computing (VUFL-GA and VUFL-PSO) obtained better 
results than the FLC without tuning. All classifiers performed 

Figure 7. membership functions for VuflC-pSo after tuning using pSo.

72.00

74.00

76.00

78.00

80.00

babble white restaurant car

Ac
cu

ra
cy

FLC VUFL-GA VUFL-PSO

Figure 8. Average Classification Accuracy in noisy environments.

The mean of classification accuracy for male speakers 
was 88.9%, whereas that for female speakers was 88.8%. We 
are 95% confident that (� male—� female∊   (-0.64, 0.80)). 
Because p = 0.8303 > 0.05, we cannot reject the null hypothesis  

Table 6. training and testing Datasets.

Datasets Number of speakers
train (male) 326
test (male) 112
train (female) 136
test (female) 56
total 630

Table 7. Accuracy (%) Comparison between proposed methods.

SNR FLC VUFL-GA VUFL-PSO
babble noise Clean 80.10 89.04 88.48

30 dB 80.10 87.75 87.99
20 dB 79.84 80.89 84.02
10 dB 73.47 75.42 78.30
5 dB 71.12 74.59 75.46
0 dB 70.68 73.73 72.73

−5 dB 70.64 72.40 71.04
white noise 30 dB 80.10 87.78 87.72

20 dB 79.99 80.73 83.98
10 dB 73.25 75.57 78.64
5 dB 70.97 74.77 75.49
0 dB 70.65 74.03 72.60
−5 dB 70.65 72.40 70.77

restaurant noise 30 dB 80.10 87.84 87.73
20 dB 79.85 81.29 84.45
10 dB 74.05 75.69 78.56
5 dB 71.28 74.73 75.96
0 dB 70.69 74.00 73.03
−5 dB 70.65 72.78 71.16

car noise 30 dB 80.10 87.79 87.81
20 dB 79.87 80.94 84.00
10 dB 73.46 75.66 79.11
5 dB 71.04 74.88 76.09
0 dB 70.64 74.16 72.83
−5 dB 70.65 72.33 70.87
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H0: � female =  �male. No significant differences were found 
in the means for classification accuracy by gender.

7. Conclusion

In this paper, an automatic voiced and unvoiced classification 
system based on zero-crossing rate and short-term energy was 
proposed. In the proposed system, a fuzzy logic-controller 
called VUFL is used for classification, with its performance 
depending on the membership function parameters. Two soft 
computing techniques were also proposed to enhance the per-
formance of fuzzy logic and automatic tuning of membership 
function parameters conducted using a genetic algorithm (GA) 
and particle swarm optimization (PSO). The findings of the 
speech classification study on voiced and unvoiced speech can 
be summarized as follows:

•  Fuzzy logic is a simple and good classification method.
•  Soft computing, either GA or PSO enhances the perfor-

mance of fuzzy logic.
•  The system is robust and suitable for application in noisy 

environments; that is, in environments with SNRs lower 
than 5 dB.

•  There are no significant differences in the mean classifi-
cation accuracy for male and female speakers.

TIMIT Corpus was used in these experiments. The highest 
accuracy, 89.3%, was obtained using VUFL-GA.
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