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1 INTRODUCTION 
REMOTE sensing is used in numerous fields, 

including geography, land surveying and earth science 
disciplines (Kracker, 1999; Meng, Wang & Cao, 
2014; Obade & Lal, 2013; Schnebele & Cervone, 
2013). It is also widely used in military, intelligence, 
commercial, economic, planning, and humanitarian 
fields (Irvine, Kimball, Regan, & Lepanto, 2014; Cao, 
Xu & Bian, 2011; Chen & Borken-Kleefeld). 
Nowadays, remote sensing generally refers to the use 
of satellite or aircraft-based sensor technologies to 
detect and classify objects. Hence, digital image 
processing and pattern recognition techniques play a 
great role in solving these problems. 

At present, the processing technology of high 
resolution remote sensing image mainly is divided into 
two categories; frequency domain and temporal 
processing (Li, Zang, Zhang, Li & Wu, 2014; Wang, 
Huo & Feng, 2015). High resolution remote sensing 
image processing roughly includes five research 
perspectives; remote sensing image matching, fusion 
of multi source images and remote sensing image, 
edge detection of SAR images, remote sensing image 
classification and remote sensing image change 

detection (Zhu, Jiang, Zhou & Addison, 2016). It is 
critical to classify landmarks from satellite sensors for 
climate change analysis, urban area studies, forestry 
applications, risk and damage assessment, water 
quality assessment, crop monitoring (Jawak, Kulkarni, 
Luis, 2015; Bruzzone, Demir, 2014). Automatic 
classification for remote sensing images consists of 
supervised classification (Stumpf, Lachiche, Malet, 
Kerle & Puissant, 2014; Xia, Chanussot, Du & He, 
2014; Wang, Liu, Xu, Dong and Yang, 2017) and 
unsupervised classification (Romero, Gatta & Camps-
Valls, 2016).  

Oil tank, as a high risk object, plays a vital role in 
the military, environmental protection, and 
commercial activities. This paper focuses on oil tank 
recognition from high resolution remote sensing 
images. Supervised classification is widely used in 
remote sensing recognition. However, it needs huge 
samples with a class label. It leads to its limitation in 
insufficient samples. Beyond that, handling large size 
remote sensing images is time intensive. Thus, we first 
analyze characteristics of the oil tank in remote 
sensing images and device a ROI based detection 
strategy in combination with shape detection and 
supervised classification. It is worth noting that target 
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oil tanks have three distinct properties; homogeneity 
in luminance, circular shape and texture feature of 
inside the oil tank. Therefore, we integrated traditional 
image processing with supervised classification. The 
homogeneity of luminance makes MSER effective in 
detecting blobs, which is a rough domain of target oil 
tank regions. In this paper, output of MSER is used as 
region of interest or ROI, which reduces the burden of 
calculation. Prior to circle detection, color and 
illumination calibration is realized by improved 
MSRCR. Subsequently, circular shaped regions are 
extracted by Hough circular transformation, which is 
thought of oil tank with high probability. We call the 
aforementioned procedures coarse detection. In fine 
detection, a high dimensional feature composed of 
color, texture and shape feature, altogether with class 
label is applied to ANN. 

The remainder of the paper is organized as follows: 
Multi-phase oil tank recognition is presented in 
Section 2, including maximally stable extremal 
regions, multi-scale retinex with color restoration and 
Hough circular transformation. Experimental results 
are outlined in Section 3. Finally, we conclude and 
discuss some directions for future research in Section 
4. 

2 MULTI-PHASE OIL TANK RECOGNITION 
IN this paper, a two-phase oil tank recognition in 

remote sensing images is proposed. It is divided into 
two steps, in which highly probable oil tank targets are 
extracted in the first step and final recognition results 
are obtained by means of high dimensional feature and 
supervised neural network in the second step. In 
detail, ROI is determined by MSER algorithm. Then 
local retinex enhancement on ROI aforementioned is 
presented. To be followed, circular detection of 
enhanced local images is implemented. Therefore 
coarse detection of oil tanks is accomplished by 
circular detection on the basis of enhanced ROI. We 
call the above procedures coarse detection. In the 
second recognition phase, pattern recognition neural 
network is created on the analysis of color, texture and 
shape feature. So far, misidentification results are 
eliminated from coarse detection. Abridged general 
view of proposed oil tank recognition is shown in 
Figure 1. 

ROI Extraction based on 
MSER 

Enhancement based on 
MSRCR

Circular Detection 

Coarse Detection

Feature Extraction

Definition of Inputs and 
Targets in ANN 

Setting Network 
Architecture

Training the Network

Fine Detection

  

Figure 1.  Overview of the Multi-phase Oil Tank Recognition. 

2.1 Maximally Stable Extremal Regions (ROI 
setting) 

Maximally Stable Extremal Regions, or MSERs 
are useful algorithm to find out scene elements of 
interest for gray-scale images, which are used in 
image matching and recognition (Matas, Chum, Urban 
& Pajdla, 2004; Chen, Tsai, Schroth, Chen, 
Grzeszczuk & Girod, 2011; Nistér & Stewénius, 2008). 
MSERs of the remote sensing image are shown in 
Figure 2, different blobs painted in various colors. The 
MSER detection uses a water shedding process to 
implement as described below. 

 

(a) Remote Sensing Image 

 

(b) MSERs 

Figure 2.  Remote Sensing Image and MSERs. 

The gray-scale image is presented by function:  

:I SΩ→ ,  

Where 
2[1...W] [1...H] ZΩ = × ⊂ , [0,..., 255]S = .  

Maximally Stable Extremal Regions are defined in 
mathematical form as follows: 

1) Connecting relation A: A ⊂ Ω×Ω . 
Considering a four-neighbourhood relation, for 

,p q∈Ω , if and only if 
1

1
d

i i
i

p q
=

− ≤∑ , point 

p and q is connected, and the relation can be 
denoted by ( )p A q∈ , or ( )q A p∈ . 
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2) Region D. For any , Dp q∈ ⊂ Ω , if there 
exists an ordered sequence 1 2, , , , ,np c c c q , 
such that 

1 1( ),..., ( ),..., ( )i i np A c c A c c A q+∈ ∈ ∈ , D will 
be called connected subset of Ω .  

3) Boundary D∂ . It can be presented as: 

{ }D= \D . . ( )q p D s t q A p∂ ∈Ω ∃ ∈ ∈ .  

4) Extremal region D. If ( ) ( )I p I q>  (maximal 
extremal region) or ( ) ( )I p I q<  (maximal 
extremal region) always holds for all 

D, Dp q∈ ∈∂ .  
5) Maximally Stable Extremal Regions. Assuming 

1 1D ,...,D ,D ,...i i−  is a sequence of nested 
external region, namely 1D Di i+⊂ , where 

{ }D ( ) ,i I i i S= ∈Ω < ∈x x . Rate of region 

change is defined as: 

D D
( )

D
i i

i

r i −∆

−∆

−
=  

*D
i  is the MSER, if and only if *( )r i  is a local 

minimum. Here, ⋅  represents the area of a region, 
S∆∈  is a tiny change of gray level.  

Suppose the element of region Di  assigned white 
pixel, visualization of Di  is shown in Figure. 3.  

  

                      (a) i = 50                                           (b) i = 100 

   

                        (c) i = 150                              (d) i = 200 
Figure 3.  Visualization of the Di with i = 50, 100, 150, 200. 

As we know, MSERs are shaped in ellipse, whose 
bounding box is parameterized by the top left corner 

min min(X ,Y )  and bottom right corner max max(X ,Y ) . 
Taking a bigger torlerance domain into account, the 

bounding box is expanded to the region with the two 
corners min min(X ,Y )l ld d− −  and 

max max(X ,Y )l ld d+ + .  

2.2 Multi-scale Retinex with Color Restoration 
Land and McCann (1971) conceived the Retinex 

theory as a model of the lightness and color perception 
of human vision. Jobson et al. (1997a) developed a 
practical implementation of the Retinex theory and 
defined a single scale Retinex. In the following years, 
they proposed the multi-scale Retinex with color 
restoration (MSRCR) (Jobson, Rahman & Woodell, 
1997b), which provided not only dynamic range 
compression with a small scale but also tonal rendition 
with a large scale.  

Multi-scale Retinex (MSR) can be interpreted as: 

( )
( )1

log ( , ) 1.0
( , )

log ( , ) 1.0 ( , )

s
iMSR

i n
n i n

I x y
I x y

I x y F x y
ω

=

+
=

+ ∗∑  

Where 1,2,3i =  represents the red, green and blue 
channel image of I respectively, nω  is the weight of 
the n-th scale of s scales, and "*" is convolution 
operator. 

Convolution kernel function ( , )nF x y  is defined as: 

2

2
( )

( , ) n

x y

n nF x y k e σ
+

−

=  

Where nσ  is the standard deviation of Gaussian 
function, corresponding to a scale in MSR, the 

( , )nF x y  is normalized by the nk , such that 

( , ) 1nF x y dxdy =∫∫ . 

For the sake of consistency in color, the ( , )iC x y  
restoration function is introduced to MSR (Jiang, 
Woodell and Jobson, 2015): 

( , ) ( , ) ( , )MSRCR MSR
i i iI x y C x y I x y=  

Where ( , )iC x y  is defined as: 

( )
3

1

( , ) 1.0
( , ) log

( , ) 1.0

i
i

i
i

I x y
C x y

I x y
η

=

 
 + =
 + 
 
∑

, 

Where η  is the control parameter. 
Normally, s = 3, or 1 5σ = , 2 20σ = , 3 240σ =  

are used. In previous works (Liu, Cheng, Zhang & 
Basu, 2017), we proposed an explicit construction 
method for multiple scales s > 3 as to keep balance in 
high contrast and color restoration.  
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2.3 Hough Circle Transform 
Hough circle transform works in a manner roughly 

analogous to the Hough line transform (Yuen, Princen, 
Illingworth & Kittler, 1990; Atherton & Kerbyson, 
1999), in which it is parameterized by θ  (angle) and 
r  (radius). The approach can be described as; 

1) Read the remote sensing image I. 
2) Convert RGB image to gray scale by 

eliminating the hue and saturation information 
while retaining the luminance, denoted the 
output image by G. 

3) Calculate gradient of the G with the notation 

xg , yg  and magnitude 2 2
x yg g g= + . 

4) Find indices of the g whose value is greater 
than the threshold et  and store the x- and y- 
coordinate in the variables xE  and yE . 

5) Generate a series of equally spaced points 
between minR  and maxR , where minR , maxR  is 
predefined minimal and maximal radius in 
application respectively. The sequence can be 
presented as:  

{ }min min min, ,..., *R R R d R m d= + + . 

Where max minR R
m

d
− =   

, the d usually takes 0.5. 

6) For any r R∈ , compute the accumulator 
array as follows: 

( )
( )

/

/
c x x

c y y

x E R g g

y E R g g

= −

= −
. 

7) Accumulate the votes in the parameter plane, 
only retain the candidate R , cx  and cy  whose 
accumulator is greater than the thresh at . 

2.4 Artificial Neural Network Recognition (Fine 
Detection) 

In remote sensing images, there are some circular 
objects, which are actually not oil tanks. The 
following context will discuss how to eliminate such 
cases. This phenomenon implies that shape is not the 
unique characteristics of oil tanks. Multiple trials 
conclude that high dimension feature vector composed 
of color, shape and texture can distinguish an oil tank. 

2.4.1 Feature Eextraction 
We consider four categories of feature: Color, 

texture, shape and HOG. They are defined as: 
1) Color feature: Denote total number of pixels in 

the image by N, the number of pixels with gray 
level l by nl and the gray levels by L . Thus the 
average of the k-th channel color uk, mean 

square deviation kσ ,  and the entropy ek are 
calculated below: 

( )( )
,

2

,

2
1

1

1 ,

, log

( 1,2,..., ; 1, 2,3)

l

k k
i j

k k k
i j

L
pl

l k l
l

u I
N

I i j u
N

n
p e p

N
l L k

σ

=

=

= −

= = −

= =

∑

∑

∑

 

2) Color histogram: A color histogram of an 
image is a representation of the distribution of 
colors. In this paper, HSV color space is 
chosen, in which the H component (hue) is 
divided into Nh bins, S component Ns bins. 
Henceforth, Nh* Ns types of colors are 
considered. When S component is less than a 
specific value, human regards as a gray scale, 
in that case we consider Nv gray levels. In all, 
color histogram is Nh* Ns+ Nv dimension. In 
this paper, 10h s vN N N= = = , therefore, 
color feature is 110 dimensional. 

3) Histogram of oriented gradients (HOG 
descriptors): Hog descriptors are applied into 
computer vision and image processing, serving 
as feature descriptor in object detection. This 
technique calculates occurrences of gradient 
orientation in localized parts of an image. In 
this paper, we divide the entire range of 
gradient value into 90 bins.  

4) Invariant moments: M. K. Hu (1962) proposed 
seven moments, which are translation, scale 
and rotation invariant.  We chose the first 6 Hu 
moments in this paper. 

5) Unified local binary pattern: Local binary 
pattern is a convincing texture descriptor which 
is widely used in many areas of image 
processing such as face recognition and defect 
detection, etc. (Guo, Zhang and Zhang, 2010). 
Ojala and Harwood (1996) proposed an unified 
local binary pattern, which simplified local 
binary pattern to 18 modes. 

6) Gray level co-occurrence matrix (GLCM): 
Texture is an image attribute, which describes 
properties such as smoothness, coarseness, 
regularity, etc. It shows the organizational 
structure of the surface and its sequence. Gray 
level co-occurrence matrix (Haralick, 1973) is 
a common approach to describe texture by 
studying the related spatial features of a gray 
level. Based on GLCM, four indexes such as 
angular second moments, contrast, correlation 
and entropy, are also thought of image features. 

7) Shape feature: The shape of an image is the 
most important visual feature in image features. 
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The descriptor of shape feature involves the 
description of contour boundary, or perimeter 
and the region within the boundary, or area. In 
this paper, we employ the width-height ratio 
and roundness of the minimum area bounding 
rectangle to describe the shape feature. 
Assuming the width and height of the bounding 
rectangle is w and h respectively. The width-
height ratio is defined as:  

w
h

α = . 

The roundness is defined as  
2C

A
γ = . 

Where C, A is the perimeter and area of contouring 
region respectively. 

2.4.2 Feed-forward Network to Solve Oil Tank 
Recognition 

We design a two-layer feed-forward network with 
sigmoid hidden and softmax output neurons to train a 
neural network, which is able to get rid of the false oil 
tank objects from the first coarse detection. The 
network was trained with scaled conjugate gradient 
back propagation. A 239-150-2 neural network is 
defined, as shown in Figure 4. 

 

Figure 4.  Structure of a Neural Network. 

3 EXPERIMENTAL RETSULTS AND 
DISCUSSION 

WE analyzed dozens of high resolution remote 
sensing images, containing more than 1000 oil tanks. 
The algorithm was implemented using the Microsoft 
Visual Studio development platform supplemented by 
an Open CV (Computer Vision) library. 
Experimenting on remote sensing image with the size 
2560*2560, the average execution time (CPU: Intel(R) 
Core(TM) i5-4210U (2.40 GHz), RAM: 8 GB and OS: 
Windows 7 (64 bit)) of the proposed algorithm is 1.29 
s. 

3.1 Adaptive Radius Rmin and Rmax 
Ill-suited radius range in Section 2.3 will bring 

about imperfect detection results, as shown in Figure 5.  

    
       (a)Too Small Rmax                  (b) Too Big Rmin 

 

(c) Appropriate Rmin and Rmax 

Figure 5.  Circle Detection with Various Radius Ranges. 

In general, the radius of oil tanks is in the range of 
2.65 m-50 m. If spatial resolution is also know, it is 
easy to calculate the distance in pixel metric. 
According to this, the radius of experimental remote 
sensing images in this paper range in [1 21] pel.  

3.2 MSER 
Based on Section 2.1, oil tank regions are extracted 

by the MSER algorithm, shown in Figure 6(a), in 
which the union of MSERs bounded by ellipse in 
green contains all oil tanks. Ellipse shaped MSERs are 
expanded to rectangular shaped ROIs, as shown in 
Figure 6(a). Figure 6(c) demonstrates that ROIs 
extracted only account for 14.7% area of orignal 
image. Therefore, it reduces 93% of processing time. 

   

                   (a) MSERs                (b) ROIs Induced from (a) 
                                                                  Ellipse Bounded in Green 

   

                          (c) ROIs                   (d) Partial Enlarged View of  (c) 

Figure 6.  MSERs and ROIs Extracted.  



676 CHANGJIANG LIU, ET. Al. 

3.3 Improved MSRCR based Enhancement 
In comparison with the original image, standard 

MSRCR based enhancement algorithm offer a good 
contrast, as shown in Figure 7(b). However, it is not 
hard to find an enhanced image based on the standard 
MSRCR and cannot retain color consistency. 
Especially a region rich in texture is excessively 
smoothed in Figure 7(b). Whereas our method's 
enhanced image (see Figure 7(c)) performs well in 
contrast and tonal rendition. 

   

               (a) Original Image                 (b) Standard MSRCR 
                                                                      Enhanced Image 

 

(c) Our Method's Enhanced Image 
 Figure 7.  Comparison with the Standard MSRCR. 

3.4 Artificial Neural Network Recognition 
Coarse detection will detect circular objects which 

is possibly oil tanks. In combination with artificial 
neural network recognition, namely fine detection, oil 
tank candidates are to be confirmed. Final detection 
results are seen in Figure 8 and Figure 9.  

  

    (a) Final Detection Results      (b) Partial Enlarged View 
Figure 8.  Oil Tank Detection. 

 

Figure 9.  Partial Enlarged View of Oil Tanks Recognized by the 
Proposed Method for Different Remote Sensing Images. 

4 CONCLUSION 
IN this paper, a high-resolution remote sensing 

image is studied, and a multi-phase oil tank 
recognition strategy, namely from coarse to fine 
detection, is proposed. It helps to monitor the 
environment and prevent crises before they emerge. In 
this sense, our work significantly improves time 
performance and rate of identification. In future work, 
we will conduct experiments on more high resolution 
remote sensing images, and consider optimizing the 
algorithm to put it into airborne images. We will also 
investigate applying more samples to attain high 
recognition rate and consider accurate localization of 
oil tanks.  
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