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1 INTRODUCTION  
WITH the development of the web, the amount of 

information is rapidly increasing. Then many people 

have been acquired unnecessary information against 

their purposes (Beyer and Lancy, 2012). In addition, 

the increasing the volume of information is increasing 

more and more because people actively participate in 

production and distribution as well as information 

consumption with changes in the web paradigm (Kim 

and Rho, 2015). Big data refers to large, complex data 

that cannot be processed in the conventional way 

(Kwon et al., 2014). However, the meaning of Big 

Data is not explicitly defined, but it is known to have 

three characteristics (The Three V's). For example, 

Gartner, Inc. described Big Data as: 

“Big data is high-volume, high-velocity and high-

variety information assets that demand cost-effective, 

innovative forms of information processing for 

enhanced insight and decision making.” 

On the other hand, big data is defined as structured 

or unstructured data that cannot be collected, stored, 

retrieved, analyzed, or visualized by existing methods 

or tools (Xu et al., 2014). It is difficult to handle with 

conventional database systems because of the huge 

amount of processing.  In addition, a new paradigm 

for big data processing should be promised because of 

the need for real-time data processing and 

unstructured data processing. Generally, the types of 

information retrieved from the web are divided 

according to purpose, but are not provided in a form 

suitable for each individual. Therefore, it is very 

important to provide information that is relevant to the 

user's needs from irrelevant issues in amount of 

information. Providing personalized information in 

this way can provide an advertising-based revenue 

model in addition to providing information itself 

(Nguyen et al., 2015).  

On the other hand, it is not easy to analyze the 

meaning of contents due to the complexity of 

language structure in Korean. When a word has 

ambiguity with multiple meanings, analytic processing 

is very difficult. Therefore, many studies of text 

mining try to understand the meaning by the use of 

words through word sense disambiguation (Han et al., 

2018)( Agirre, E. and P. Edmonds,, 2007). Keyword 

can represent the meaning of a document among the 

many words that make up a documents. Terminology 

is a word that is closely related to the content or 

subject of document. Understanding terms refers to 

summarization, information retrieval, classification, 

clustering, it can be applied to various application 

services [3]. Furthermore, various methods can be 

used for terminology extraction and statistical analysis 

with linguistic methods, and machine learning based 

methods [4].     The statistical approach does not 

require data for learning and can extract terms based 

on simple statistical information of the words in the 

document. Typical methods are n-gram, TF-IDF and 

co-occurrence based approach [5]. The linguistic 
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method utilizes the linguistic features that words use 

in sentences or documents, such as parts of speech, 

lexical analysis, and parsing. The machine learning 

method learns how to extract terms from learning data 

and extracts terms. Recently, the LDA method for 

finding the subject of a document based on the 

distribution of words has been utilized, and Word2Vec 

methods for making and comparing vector 

information about words through learning of 

documents have been studied. 

 In this paper, we propose a method to analyze 

scientific terminologies with word embedding 

approach. In particular, we collect scientific data in 

the BT(Bio Technology) field and analyze the 

relationship between the scientific terminologies for 

enhancing knowledge representation. In this process, 

Word Embedding method is applied to query 

expansion. As a result, it was confirmed that the query 

expansion can be performed in accordance with the 

user's intention. 

In this paper, Section 2 presents related works, and 

section 3 describes the proposed word embedding with 

science data. In Section 4, experimental analysis and 

concluding remarks in Section 5. 

2 RELATED WORK 
THERE are many researches which are 

recommendation system and text mining with social 

and science data. 

Amount of researches are focused on social data 

(i.e. social news, SNS) analytics with typical 

algorithms(Kaur & Gupta, 2010)(Zhang, 2008). They 

could recommend news items to users according to the 

content of the news items, collaborative filtering and 

so on. Therefore, the main difference between content-

based recommenders and collaborative filtering 

recommenders lies in the focus on relationship 

between user-content similarities. 

Some researchers performed typical researches for 

Korean word sense disambiguation. (Lee et al., 2000) 

constructed Korean WordNet from pre-existing lexical 

resources. (Kang et al., 2017) proposed a word sense 

disambiguation method using word embedding. (Han 

et al., 2018) also suggested Korean word sense 

disambiguation with unsupervised learning for a 

Korean lexical semantic network.  

(Kim, 2016) proposed the scientific issue tracking 

with R&D data such as project reports, research 

papers, and patents. He analyzed the semantic 

relationship between terminologies with similarity. 

(Xu et al, 2016) suggested the matchmaking algorithm 

for recommending candidates of the research projects. 

On the other hand, there are amount of topic 

analysis in order to apply the application related to the 

information retrieval and recommender system. LDA 

(Latent Dirichlet Allocation) (Blei, 2012) which is the 

issue extracting algorithm based on the probability 

model is used for extracting topics from social data 

and news data (Jung et al., 2013)(Kim et al., 2018). 

3 WORD EMBEDDING BASED KNOWLEDGE 
REPRESENTATION APPROACH 

IN this chapter, we proposed word embedding 

based knowledge representation approach with 

extracting relationship between scientific 

terminologies. It is separated to extracting similarity 

between terms and inferring the relationship with 

word embedding. Then our research could suggest a 

methodology that can provide users with the results of 

query expansion among R&D processes which are 

research paper, patent, project.  

3.1 TF-IDF weighting for topic analysis 
The TF-IDF (Term Frequency-Inverse Document 

Frequency) is a typical analysis method for analyzing 

document characteristics in a vector space model. The 

TF-IDF function weights each vector component of 

each document based on the following criteria. (Soucy 

et al., 2005). 

 

Figure 1. The example of addition of both vectors 

First, we identify the characteristics of the 

document using the frequency of the word. It means 

that the frequency of the document indicates the 

importance of the word. On the other hand, IDF means 

the frequency of occurrence of words between 

documents, and as the occurrence frequency of words 

between documents decreases, the uniqueness of 

words increases. Conversely, as the number of 

documents containing a word increases, it is judged to 

be a general-purpose word, and its importance 

decreases. 

In this paper we assumed that each scientific 

documents are consisted of typical terms which 

represents the identity for each document (Equation 

1). 

 𝑎𝑖 = {𝑡1, 𝑡2, 𝑡3, … , 𝑡𝑛}   (1) 

TF means the frequency in each documents, then 

we calculated the generalized term frequency with 

maximum number of frequency in each documents. 
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  (2) 

We also generated the IDF with traditional 

methodology which is counting the frequency of 

documents for each terms. 

 (3) 

As a result, we could deduct the TFIDF value with 

the harmony of TF and IDF for evaluating the term 

weight. 

 

(4) 

3.2 Extracting Relationship with Word 
Embedding 

Word2Vec is a tool that can efficiently estimate the 

meaning of words in vector space[Milokolov et al., 

2013]. In order to estimate words in vector space, 

multi-layer neural network learning is performed 

using CBOW (Continuous Bag Of Word) and Skip-

gram method, it is possible to compare the relations 

between words existing in the learned documents in 

cosine similarity, and to relate words having high 

relevance such as homonyms. 

 

Figure 2. Word2Vec Model for analysing Word Embedding 

The frequency of coincidence is traditionally used 

to see the relevance of words. The relationship 

between words can be confirmed based on the 

statistical information of the words simultaneously 

appearing in the same document. In other words, 

many words in the same document have higher 

relevance than those that are not. This method has the 

advantage of being able to deduce the relationship 

between simple and intuitive words. 

However, Word2Vec can infer the relation between 

scientific data by using neural network learning based 

on CBOW and Skip n-gram. Based on their 

surrounding words, the neural network generates a 

unique vector, and the higher the similarity of vectors, 

the higher the correlation. Since all the words are 

projected in the vector space, they have the advantage 

that they can deduce the relation of all technical terms. 

In this study, Word2Vec was used to implement the 

Word Embedding based relational model. 

The bag-of-words model is one of the most 

representative expression methods for classifying 

objects. It is applied to the text mining method to 

identify features through histograms of images. BoW 

uses the histogram of words to understand the 

meaning of information, uses the group relation of 

words appearing together, and ignores the order 

(Zhang, et al., 2010). Word embedding is one of the 

most popular representation of document vocabulary. 

It could predict context of a word in a document. 

Word embedding is vector representations of a 

particular word for generating their contexts. 

CBOW is to treat context and from these words, 

and it could predict the center word with surrounding 

context (Liu, 2018). The order of the words in context 

does not affect the prediction. Then two vectors would 

be produced by calculating probabilities. The error 

vector for each output layer is produced in the manner 

as discussed above. However, the error vectors from 

all output layers are summed up to adjust the weights 

via backpropagation. This ensures that weight matrix 

for each output layer remains identical all through 

training. 

   (5) 

Skip-gram model focused on the use of target and 

context words. In this case, the target word is fed at 

the input, the hidden layer remains the same, and the 

output layer of the neural network is replicated 

multiple times to accommodate the chosen number of 

context words. That is, the model predicts the window 

of surrounding words using the distance weights 

between words around the current word. 

 
  (6) 

The relationship between scientific terminologies is 

constructed from the dynamically generated science 

data using the results of the scientific term vector 

calculated by probability distribution. In this research, 

we utilized Word2Vec tool to express a scientific data 

set in a vector space of 200 dimensions. As a result, 

word embedding is performed by analyzing the 

relationship between documents and terms. The results 

are applied to query expansion of user queries to 

provide relevant science terms. 

ℒ𝐶𝐵𝑂𝑊(𝐷)

=
1

𝑀
∑log 𝑝(𝑤𝑖|𝑤𝑐𝑥𝑡)
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In this paper, we analyzed user's single and 

complex query, then recommended top-k results with 

high relevance. They are including the solution to 

distinguish between homonyms and synonyms.  

Homonym means that there are the same term, but 

they have different meanings. Synonyms have 

different form, however, same or similar meaning. For 

example, an apple could be analyzed to a fruit, a 

company, and adult contents. 

Associative queries in the query ‘apple’ can coexist 

with ‘banana’ or ‘i-phone’. This can lead to confusion 

if the user does not have enough background 

knowledge. Thus, a clustered association search can 

provide results consistent with the user's intentions.  

The proposed clustering approach was performed 

based on similarity between scientific terminologies. 

The cluster head could be selected with the highest 

similarity value in a cluster. Then the size of the 

cluster changes according to the threshold value. After 

that, the similarity distance between the words in the 

cluster is evaluated, and the most central word is 

changed to the head.  

Finally, and the similarity-based clustering of the 

scientific data is repeated until there is no further 

change. As a result, high-relevance words are 

suggested as candidate candidates for query 

expansion, and semantic information provision as well 

as scientific terminology can be utilized for users. 

4 EXPERIMENTS AND ANALYSIS 

4.1 Experimental Setup 
IN the proposed approach, we constructed data set 

from Open API provided by NDSL. We collected data 

on research papers, patents, and research reports 

which are based on essential keywords in the BT field 

(Table 1). 

 
Table 1.  Query for Crawling science data in BT 

 Query for Crawling Science Data in BT 

Query Sets Senior(노인), Rural(농촌), Nursing(간호직), 

Public(공공), Mental(정신), 

Environment(환경), Oral(구강), Safety(안전), 

Medical Law(의료법), 

Home(재가), School(학교), Medical 

reform(의료개혁),  

Medical Technology(의료기술), 

Clinic(진료소), Doctor(의사),  

Industrial safety(산업안전), Nurse(간호사),  

Medical Information(의료정보), Medical 

Policy(의료정책), Welfare(복지) 

 

In this study, the scientific terminology is limited 

to the nouns in the scientific document, and the pre-

processing is performed using the NLP library (Jeon, 

2012). In addition, the TF-IDF score was calculated 

for the collected scientific data, and an idiomatic 

dictionary was constructed by manual operation. In 

addition, morpheme analysis errors and nouns that are 

not related to scientific terminology are removed. The 

current status of the data constructed in this study is 

shown in Table 2. 

 
Table 2.  The number of collected Scientific Data 

 Paper Patent Report 

Documents 32,173 34,196 51.388 

Terminology 22,853 33,532 75,746 

Stop Word 3,961 2,234 1,744 

4.2 Experimental Results 
(Table 3) is the clustering result of the related 

terms for the user's query '의사' which is homonym 

terminology. The first group finds that the terms are 

related to the hospital doctor. On the other hand, the 

second and third groups can confirm that words 

related to the decision-making doctrine mean by 

intention or communication. A user may refer to a 

term ‘의사’ as a doctor or as an intention. Therefore, 

the proposed approach supported query expansion 

based on clustering terms. As a result, each cluster 

represents the interrelated words of terms having 

different meanings, and suggests various 

methodologies associated with domains. 

 

Table 3. Analytic Results with query '의사' 

 
 

(Table 4) shows the result of compound query of 

‘doctor’ and 'hospital', which is one of the key terms 

among the clusters. As the preceding single 

query(‘의사’) has two meanings, it can be confirmed 

that it is clustered into 'decision making' and 'doctor of 

hospital'. However, if you enter the word hospital 

together, the meaning of the doctor becomes clear to 

the hospital doctor, and you can see that the related 

terms related to doctors and hospitals are retrieved. In 

this case, it can be seen that the term 'doctor' is used in 

a detailed form divided into roles and occupations. In 

the first cluster, a list of terms related to the treatment 
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was generated. In the second cluster, domain-related 

terms in the hospital, such as nurses and medical care, 

are presented. 

 
Table 4. Analytic Results with compound query 

 

 

One of the results of the proposed approach are 

summarized as follows. (Table 5). The results show 

that these results distinguish the features of the query 

'Senior(노인)' in detail. Some scientific terminologies 

indicates the characteristics of senior, as well as 

facility information for senior, and the term of 

diseases. 

 

Table 5. Query expansion with ‘Senior’(노인) in BT Patents 

 

 

The results were used to identify the characteristics 

of compound queries and to derive similarity 

evaluation results. The first example shows a Senior-

Senior Citizen Center(노인-경로당). The results 

showed that scientific terminologies related to 

facilities for seniors were highly prioritized, and dance 

and yoga related to hobbies also appeared. On the 

other hand, in the case of Senior-Depressed(노인-

우울), it was found that the causes of depression such 

as Laugh, weakness, melancholy, loneliness, 

remarriage. 

 
Table 6. Comparison with two different Compound Query 

 

 

4.3 Experimental Analysis 
In this section, we analyze the scientific literature 

by using the proposed research method for deriving 

the major keywords and extended keywords in the BT 

field, then evaluate the recommendation results. We 

evaluated with comparing the top-k recommended 

results of the query expansion using the proposed 

word embedding method with the results from existing 

search single word search. As a result, the accuracy of 

Top-10 was improved from 0.5 to 0.8 and from 0.3 to 

0.8 by 160% and 267%, respectively. (In the 

experiment of this study, the method of evaluation of 

recall rate is not suitable, however.) Our results can 

confirm that the result of the query expansion affects 

the user's intention by analyzing the semantic relation 

and it is found that it helps to maintain the 

recommendation quality even though the number of 

results to be provided increases . Furthermore, we 

could suggest the personalized recommendation with 

users’ preferences for extracting relationship between 

keywords. 

5 CONCLUSIONS 
RECENTLY, as the amount of information 

increases dramatically, many people want to acquire 

the information they want. Furthermore they might 

getting the information from a reliable source in a 

timely manner. However, due to the characteristics of 

big data such as their quantitative volumes and 

diversity, unnecessary information is increasingly 

encountered. In this paper, we propose an approach to 

analyze the scientific terminologies based on word 

embedding approach. In our experiments, we 
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Figure 3. Precision Results with the proposed approach 

proposed a methodology of query expansion by 

collecting data on papers, patents, and research reports 

in the field of Bio Technology. As a result, it was 

confirmed that the query expansion can be performed 

in accordance with the user's intention. Future 

research should analyze the flow of scientific data that 

changes with time, and study how to provide 

information to cope with social issues. Future works 

will focus on providing personalized recommendation 

through text mining based big data analysis and digital 

curation. 
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