
Intelligent Automation And Soft Computing, 2020 

Copyright © 2020, TSI® Press 
Vol. 26, no.2, 367–383 

https://doi.org/10.31209/2020.100000206 

 
 

 
 
 
 
 
 
 
 
 
 

CONTACT  Yao-Liang Chung  ylchung@email.ntou.edu.tw 

© 2020 TSI® Press 

 
A Study of Single Image Haze Removal Using a Novel White-Patch Retinex-
Based Improved Dark Channel Prior Algorithm 
 
Yao-Liang Chung1,*, Hung-Yuan Chung2, and Yu-Shan Chen2 
1  Department of Communications, Navigation and Control Engineering, National Taiwan Ocean University , Keelung City  20224, 
Taiwan; 
2  Department of Electrical Engineering, National Central University , Taoyuan City  32001, Taiwan; 
*  Correspondence: y lchung@email.ntou.edu. tw; Tel.: +886-2-2462-2192 (ext. 7224); 

 

 
 

KEY WORDS:  Dark channel pr ior ; haze removal; image restoration; White-Patch Retinex 

 

1 INTRODUCTION 
WHILE taking pictures or using instant image 

devices, we sometimes cannot obtain complete and 
clear images due to external factors. The incomplete 

transmission of light is the main reason for such 

issues. This occurs because there are many kinds of 
suspended particles in the air, such as hydrometeors, 

dust, etc., that cause light scattering or refraction in 
different scenes and climates (Nayar and Narashiman 

(1999)). Sometimes an image is dark and unclear due 
to insufficient light; sometimes particulates in the air 

cause color distortion in an image; and sometimes 

environmental factors such as haze, rain, fog, etc., will 
blur or degrade the image quality. Due to the 

aforementioned conditions, we need to use image 
dehazing technology to upgrade scene visibility and 

image quality, and such technology can also be useful 
for road recognition, self-driving vehicles, drones, and 

surveillance systems, allowing the avoidance of work 
stoppages due to blurred images or identification 

errors. 

Studies conducted by Singh and Kumar (2018) and 
Saggu and Singh (2015) provided a complete 

overview and survey of haze removal techniques. 

Typical methods for haze removal can be classified 

into three categories: (i) histogram equalization, (ii) 
multiple images dehazing, and (iii) single image 

dehazing. Histogram equalization (Kim et al. (1998) 
and Stark (2000)) is based on image processing. This 

method always loses depth information because only 

contrast is enhanced; therefore the results are limited 
and unnatural. 

For multiple images dehazing, Narasimhan and 
Nayar proposed a method of defogging by estimating 

the brightness of images of two identical scenes under 
different weather conditions (Narasimhan and Nayar 

(2003)). Furthermore, other scholars have proposed 

utilizing the depth information of multiple images 
(Kopt et al. (2008) and Hautiere et al. (2007)), but this 

method cannot be used in dynamic image defogging 
because the information needed cannot be easily 

retrieved. Shwartz et al. (2006) and Schechner et al. 
(2001) tried to perform dehazing by using two or more 

photos with different degrees of polarization; 

however, the utility of this method is very limited 
because it requires rotation of the polarizer angle. Mai 

et al. (2014) used image RGB values as a feature to 
train back-propagation neural networks for image 

dehazing. This method, however, first requires 
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creating hazing map transmissions using atmospheric 

light and other data, which takes considerable time for 
training. Although all of these methods are helpful for 

image dehazing, they are not suitable for most 
cameras because the image acquisition process has a 

certain degree of difficulty and requires special 
hardware devices. 

For single image dehazing, Fattal (2008) proposed 

the application of scene reflectance to obtain a 
solution in which the transmission and shadow are not 

correlated; however, this method is not suitable in 
thick haze or when the assumption is not valid. Tan 

(2008) observed that a sharp image has a higher 
contrast than a blurred one. Based on this observation, 

he enhanced the contrast of restored images, but it is 
easy to generate block artifacts in the deep 

information-discontinuous zone using this method. He 

et al. (2011) proposed the dark channel prior algorithm 
to dehaze hazy images, and their approach was based 

on a key observation that most local patches in haze-
free outdoor images contain some pixels which have 

very low intensities in at least one color channel. 
Later, Ji et al. (2014), Shiau et al. (2013), Zhang and 

Zhao (2017), and El-Hashash et al. (2015) 

implemented image dehazing by enhancing hardware 
such as the embedded system or using FPGA as a core 

processor and associating it with a dehazing 
algorithm. Nair and Sankaran (2015) divided the 

image haze into several windows, estimating the 
window’s air-light for each window. Although this 

method can improve the image inside the window, 

overall, it is unnatural at the window boundaries. 
In addition to the general conditions that cause 

image blurring, the increasing occurrence of dust 
pollution has recently become a growing cause of 

image blurring. For example, on March 21, 2010, dust 
from northern China caused the sky above Taiwan to 

stay hazy for an entire day, marking the first and worst 
dust event in Taiwan (BBC News (2010)). Needless to 

say, the situation was even more severe in northern 

China itself. Hazy air makes it impossible for people 
to make out the details in an image. To address this 

issue, we aimed to improve image dehazing not just 
for general foggy images, but also for images affected 

by dust. In recent years, the dark channel prior 
algorithm has not only performed well in image 

dehazing (Meng et al. (2013), Zhu et al. (2015), Lu et 

al. (2014), Cho et al. (2016), Hsieh et al. (2014), Long 
et al. (2012), and Hsieh et al. (2016)), but has also had 

many applications (Hu et al. (2015), Pan et al. (2015), 
and Wang and Fan (2014)). However, the dark 

channel prior algorithm still has certain 
insufficiencies: it can easily create a partial halo 

effect; it can easily cause color distortions; and the 

soft matting requires too much time during 
transmission enhancement. 

In this study, we mainly utilize an improved dark 
channel prior algorithm and the White-Patch Retinex 

algorithm (which was proposed by Land and McCann 

(1971)) to address the aforementioned issues and 

achieve better image dehazing. It should be noted that 
these two algorithms are heterogeneous. When used in 

conjunction with a heterogeneous architecture, the 
value of our algorithm becomes even greater. This 

paper makes the following contributions: 

 This new image dehazing algorithm is based on 

a series of well-known algorithms and mainly 
uses the heterogeneous algorithms that are the 

improved dark channel prior algorithm and the 

White-Patch Retinex algorithm. Extensive 
experimental results (visually and numerically) 
show that the new algorithm is superior to the 
dark channel prior algorithm in terms of 

effectiveness and performance. 

 The improved dark channel prior algorithm 

combines the dark channel prior algorithm, a 
median filter, and a guided image filter. The 

median filter can eliminate the halo generated at 

the discontinuous portion of an image edge 
(compared with a minimum filter, the median 

filter is better in preserving image edges). The 
guided image filter is able to smooth image 

edges. The two filters make the overall image 
look more harmonious and natural. 

 In the image dehazing field, many scholars apply 
the dark channel prior algorithm, but most of 

them ignore the fact that different particles in the 

air will cause the level of absorption and 
scattering to vary along with varied light 

frequencies and that failing to make adjustments 
according to the light frequency will cause color 

distortion. However, when used in conjunction 
with the White-Patch Retinex algorithm, the 

three-color RBG channels can demonstrate a 

similar distribution and keep the colors 
unchanged. This allows the image dehazing 

method that we proposed to be applied to a more 
diverse range of scenes; it can identify the object 

and its color in ordinary and dusty weather 
conditions. As a result, our proposed algorithm 

can improve image dehazing not just for hazy 
images in general, but also for images affected 

by dust. 

 This study can speed up the operating speed of 
image dehazing. The soft matting used to 

enhance transmission needs to process the 
complicated matting Laplacian matrix; we use 

the guided image filter to replace this. The 
guided image filter is not only less  complex in 

terms of processing but also achieves a dehazing 
effect which is similar to that of soft matting. 

There are many digital video systems on the 

market, such as those used in monitors, those 
used to make recordings in cars when driving, 

and those used in self-driving cars and drones. 
These will serve as important application 

platforms for emerging technologies associated 
with fifth generation (5G) cellular network 
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systems (Gupta and Jha (2015) and Abdulwhab 

and Kadhim (2018)), artificial intelligence (AI) 
(Qadir et al. (2015) and Roopaei et al. (2017)), 

and multimedia processing related technologies 
(Hu et al. (2018), Jadon (2018), and Ouddane 

and Faraoun (2018)). If the processing speed for 
such systems is not fast enough, however, it will 

cause recognition failure. Therefore, accelerating 

the image dehazing speed could significantly 
improve these systems. 

The rest of this paper is organized as follows. In 
Section 2, the considered physical model for image 

dehazing is introduced. The proposed method is 
presented in Section 3. Section 4 presents the 

experimental results and discussion. Section 5 
provides the study conclusions. 

2 IMAGE DEHAZING PHYSICAL MODEL 
THE widely used physical model for image 

dehazing, which was built based on light transmission 
in the air, is defined as follows (He et al. (2011)) 

 ( ) ( ) ( ) (1 ( ))  t tI x J x x A x , (1) 

where x is the pixel location, I is the intensity of the 

input hazy image, J is the scene radiance, which is the 
clear image without degrading, t is the image 

transmission, which expresses the part that can be 

captured by camera during light transmission, and A is 
the atmospheric light in a scene. In addition, in (1), 

J(x)t(x) describes the direct attenuation of the scene 
radiance within the media, where the reason for the 

attenuation is that when a light beam passes through 
air at the scene point, the light beam is scattered due to 

Rayleigh scattering and the extinction of light occurs 

due to interruption by the molecules of the particles in 
the air (McCartney (1976)). A(1-t(x)) describes the 

air-light being separated by the atmospheric light; the 
air-light refers to how when we look at a broad scene, 

there will be a bright scene point that gradually moves 
our focus to the horizon from the front view 

(Koschmieder (1924)). 

Image blur occurs because the light emitted from 
the observed object is absorbed or scattered by the 

media in the air before it reaches the camera. When 
the atmosphere is homogeneous, the transmission t(x) 

can be expressed as follows 

 
( )( )  dt e x

x , (2) 

where   is the scattering coefficient of the 

atmosphere and d is the scene depth, that is, the 

distance between the camera and the observed object. 
This equation indicates that the scene radiance is 

attenuated exponentially with the depth. 

3 PROPOSED ALGORITHM 
FIGURE 1 is a flowchart for the proposed image 

dehazing algorithm. The operation flow can be 
divided into the nine steps as follows: 

Step 1: First, it is selected a haze image as input. In 
this case, an image with haze essentially 

means a blurred image. 
Step 2: The image is then processed applying the 

White-Patch Retinex algorithm, and a new 

input with hazy image will be obtained to 
facilitate the subsequent operation. 

Step 3: With this new input, a dark channel calculation 
is made based on the dark channel prior 

algorithm. 
Step 4: After the dark channel is calculated, the top 

0.1% of the pixels in terms of the pixel value 

are selected, and their pixel values in their 
corresponding positions in the original input 

image are obtained, after which the maximum 
value is designated as the atmospheric light. 

Step 5: The obtained dark channel and atmospheric 
light are then combined to estimate the 

transmission map. 

Step 6: Next, the transmission map is further enhanced 
by the median filter to reduce the creation of 

any halo effect. 
Step 7: A guided image filter is subsequently used to 

smooth the edge of the transmission map and 
speed up the dehazing operation speed. 

Step 8: The transmission map and atmospheric light 
obtained above are used to remove the image 

haze and make the image clear. 

Step 9: Finally, we obtain a clear image output. 
 

 

Figure 1. Flowchart of our proposed algorithm. (The originally 
input is from 
https://stackoverflow.com/questions/46315174/compare-
the-difference-of-image-dehaze-algorithm-between-fotojet-
and-polarr) 

This flowchart shows that the study utilizes the 
algorithm proposed by He et al. (2011) and has added 

modules to develop a new algorithm and further 

improve performance. The additional components 
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include the White-Patch Retinex algorithm, the 

median filter (for refining transmission), and the 
guided image filter. It should be noted that the two 

boxes representing the refining transmission and 
guided image filter are the components that modified 

and improved the dark channel prior algorithm. 
Correspondingly, the visibility restoration operation 

also received effective adjustments. These added 

segments are cleverly and effectively placed and 
incorporated into the appropriate section of the flow 

process, such that their functions can be effectively 
utilized. In this manner, the issues faced by the He et 

al. algorithm are addressed effectively, allowing for 
better image dehazing performance. The following 

section provides a description of each segment. 

3.1 White-Patch Retinex Algorithm 
The surface of an object is reflected in different 

colors due to different lighting conditions. Humans are 
inherently capable of judging the true color of an 

object itself with enough surrounding information 
(Fairchild (2005)). We call the ability to judge the 

correct color of an object under different light 
conditions color constancy (Zeki (1993)). In contrast 

with humans, machines are not born with this ability. 

So, we hope that after being provided with an 
effective algorithm, machines will also possess this 

capability. 
The purpose of color constancy is to restore an 

image to its original colors; it thus requires estimation 
of the light source intensity in the image. An image 

can be expressed using the following equation 

(Cepeda-Negrete (2012)): 

 ( ,( ,, )) ) (c c cf G x y R x yy Ix , (3) 

where ( , )cf x y  is the pixel value of the pixel at 

position ( , )x y , ( , )G x y  is the scene geometry factor 

of the image, ( , )cR x y  is the reflective coefficient of 

the pixel at position ( , )x y , and 
cI  is the image 

illumination. In general, the light source of color 
constancy has a uniform illumination; we thus assume 

( , )G x y = 1 and ( , )cR x y = 1, such that (3) is simplified 

to 

 ( , ) c cx yf I . (4) 

The White-Patch Retinex algorithm can be used on 

color distortion images to restore their color constancy 
(Agarwal et al. (2006)). “Retinex” is an amalgamation 

of the Latin words Retina and Cortic, which refer to 

the retinal and cerebral scalp layers, respectively. 

The simplified White-Patch Retinex algorithm 

states that the brightest pixel value of an RGB tri-
channel is treated as the white of that channel; the 

other pixels are corrected in response. Denote ( , )co x y  

as the corrected pixel at ( , )x y , expressed as 

 
( , )

( , ) 

max

c
c

c

f x y
o x y

I
, (5) 

where 

 max{ ( , )}
maxc cI f x y . (6) 

The simplified White-Patch Retinex algorithm can 
be improved to be more robust. To do so, determine 

the histogram of each of the color channels in the 
image, and then, instead of using the maximum pixel 

value as the reference point, set a specific percentage 

such that the cumulative pixel values are greater than a 
selected percentage of the total pixel amount as the 

reference point. This method has been used to remove 

shadow (Finlayson et al. (2006)). Let ( )c cf j  denote 

the intensity of color channel c represented by bin 
cj  

of the histogram 
cH . Replace the denominator 

maxcI  

in (5) by ( )c cf j , and then the output image pixels 

become 

 
( , )

( , )
( )

 c
c

c c

f x y
o x y

f j
. (7) 

cj  shall satisfy the following two equations: 

 ( )


 
b

c

n

c

k j

H k  (8) 

and 

 
1

( )
 

 
b

c

n

c

k j

H k . (9) 

In (8)-(9), 
bn  is the sum of bins in histogram 

( )cH k  and   is the selected percentage (normally 

about 1%) (Ebner (2007)). Note that, in our proposed 

algorithm, all pixel intensities in an input hazy image 
are scaled by using (7). 

Figures 2(b) and 2(e) show the results of using the 

simplified White-Patch Retinex algorithm, whereas 
Figures 2(c) and 2(f) show the results of using the 

robust White-Patch Retinex algorithm. By comparing 
the 4 figures, we find that the results for the robust one 

are much better than those for the simplified one. 
Under different lights, this method can restore an 

object’s original colors. 
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(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

Figure 2. (a) Image under yellow light, (d) image under 
ordinary outdoor light, (b) and (e) images after using the 
simplified White-Patch Retinex algorithm, and (c) and (f) 
images after using the robust White-Patch Retinex algorithm. 
(The originally inputs for (a) and (d) are from 
https://zi.media/@taiwantravelmap/post/HU3rEH and 
https://acswoa.tian.yam.com/posts/28989619, respectively) 

Images with dusty air normally will have serious 
color distortion problems because specific colors  will 

be absorbed by particles in the air. Since the He et al. 
algorithm applies the same method to every channel, 

the restored image will still be plagued by color 

distortion problems. Therefore, we apply the White-
Patch Retinex method to address the image haze issue 

and eliminate the color distortion problem. 
Figure 3 is the result and color histogram of a street 

scene image with sandy haze that was treated using 
the improved White-Patch Retinex algorithm. It can 

be seen that the RGB distributions are different before 

the use of the White-Patch Retinex algorithm, but after 
using the White-Patch Retinex algorithm, the color 

channel distributions of the histogram are more similar. 
In this way, the color distortion will be reduced after 

we use the restoration equation. 

 

(a)                                                                            (b) 

Figure 3. (a) Original image with haze and sandy scene and its 
color histogram, and (b) image and its color histogram after 
using the robust White-Patch Retinex algorithm. (The 
originally input is from https://aabgu.org/unseasonal-dust-
storm-attributed-to-war-in-syria) 

3.2 Dark Channel 
The dark channel prior algorithm is based on the 

observation that, in outdoor images that do not show 
the sky, the RGB values of the pixels will be presented 

such that the pixel value for at least one color will be 
very small and close to zero. The dark channel for an 

image J can be given by 

 dark

Ω( ) {r,g,b}
min ( min ( ))( )
 

 c

c
J J

y x
x y , (10) 

where cJ  is a color channel of J, c is any channel of 

RGB, 
{r,g,b}
min
c

 is the minimum value of the color 

channel at each pixel, Ω( )x  is the x-centered patch, 

and 
Ω( )

min
y x

 is a minimum filter used in Ω( )x . He et al. 

analyzed the results of many images and reported that 

in no-sky outdoor images, the J dark channel intensity 
is very small and mostly approaches zero. They thus 

made the following assumption 

 dark ( ) 0J x . (11) 

This observation is called the dark channel prior. 
Figure 4 presents an image obtained through dark 

channel calculation, where Figure 4(a) is a no-sky 

image. After passing through the first minimum 
operator, taking the minimum value of the color 

channel at each pixel, we obtain Figure 4(b); after 
using the minimum filter in Ω( )x , we then obtain 

Figure 4(c). 

 

(a) 

 

(b) 

 

(c) 
Figure 4. Dark channel calculation: (a) input image, (b) 
determining the minimum value of RGB at each pixel, and (c) 
using a 15x15 window to apply a minimum filter to (b). (The 
originally input is from 
https://abc.2008php.com/tu_shouji.php?id=902568&topy=11) 

3.3 Estimation of Atmospheric Light 
Figure 5 shows that the dark channel of a hazy 

image approximates the haze density. The darker the 

pixel is, the less the haze is, and vice versa. Therefore, 
the dark channel can be used to detect the most haze-

opaque region and improve the atmospheric light 
estimation. He et al. selected the 0.1% of the pixels 

with the highest luminous intensity and recorded their 
positions. The corresponding intensity levels for these 

positions in the original foggy input image were then 
obtained. From this intensity data, the maximum value 

was then designated as atmospheric light. 

 

(a) 

 

(b) 
Figure 5. (a) Hazy image, and (b) dark channel of (a). (The 
originally input is from 
http://dinosauriens.info/?u=Air++Minnesota+Pollution+Contr
ol+Agency) 
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3.4 Estimation of Transmission Map 
First, (1) is normalized by the atmospheric light A: 

 
 

( )
r,  g,  b

( )
( ) 1 ( ),    

c c

c c
t t c

I J

A A

x x
x x

. (12) 

Assume that the transmission in a local patch is 

constant, expressed by ( )t x . Next, using the dark 

channel calculation on both s ides of the equal mark (=) 

in (12), we have 

   Ω( ) r,g,b Ω( ) r,g,b
min ( min ) ( ) mi

( ) (
n ( min ) 1 ( )

)

   
  

c c

c cc c

I J
t t

A Ay x y x

y y
x x . 

  (13) 

From the dark channel prior, we can then obtain 

 
 Ω( ) r,g,b

min ( min ) 0
( )

 


c

cc

J

Ay x

y
. (14) 

From (13)-(14), we can obtain the transmission as 

 
 Ω( ) r,g,b

( ) 1 min ( m )
( )

in
 

 
c

cc

I
t

Ay x

y
x . (15) 

However, in practice, the atmosphere, even on 

clear days, contains a small amount of particulate. 

Therefore, if the haze is completely removed, the 
scene looks unnatural. Haze is a factor that helps 

people to sense the depth of an image, so it is better to 
keep a very small amount in an image by introducing 

a constant parameter  , where 0 1  , which 

makes the image seem more natural. The transmission 
map can then be rewritten as follows 

 
 Ω( ) r,g,b

( ) 1 min ( m )
( )

in
 

 
c

cc

I
t

Ay x

y
x . (16) 

3.5 Refining Transmission 
The transmission reinforcement is based on the 

improvement of the dark channel prior algorithm. For 
the dark channel prior algorithm to perform a 

transmission calculation, it needs to use a minimum 

filter; however, a minimum filter will cause edge data 
loss in window selection, forming a halo due to depth 

discontinuities. Thus, Gibson et al. (2010) and Huang 
et al. (2014) suggested using a median filter to retain 

the edge data of hazy images and avoid the halo effect. 
Figure 6(a) is a grayscale image of a hazy image 

input, and the pixel value of the red frame is 127. 

Figure 6(b) is the grayscale image after a minimum 
filter is used, and the pixel value of the red frame is 45; 

Figure 6(c) is the grayscale image after using a median 
filter, and the pixel value of the red frame is 156. By 

comparing Figures 6(b) and 6(c), it can be seen that 
the edges are different under different filters, and the 

median filter can retain edges more effectively than 
the minimum filter. The pixel value of the red frame 

indicates that the pixel quality of the image after 

applying the median filter is close to the grayscale 

image of the original input image, while the image 
error using the minimum filter is larger. 

 

(a) 

 

(b) 

 

(c) 
Figure 6. Comparison of using the median filter and the 
minimum filter: (a) grayscale image of hazy image input, (b) 
grayscale image after using the minimum filter, and (c) 
grayscale image after using the median filter. (The originally 
input is from https://www.groundai.com/project/dr-net-
transmission-steered-single-image-dehazing-network-with-
weakly-supervised-refinement) 

Next, we use the method proposed by Huang et al. 

(2014) to detect the edge information ( )D x : 

 
Ω( )Ω( )

( ) ((min(median ( ), ))) i) ( )m( n


 D W W W
y xy x

x y x y , 

  (17) 

where   is set to 0.95, 
Ω ( )

median
y x

 is a median filter, 

Ω( )
min
y x

 is a minimum filter, and W is the minimum 

value of the color channels in the input hazy image. 

The refined transmission is defined as ( )rt x , which is 

given by 

 ( ) ( ) ( ) rt t Dx x x , (18) 

where ( )t x  is the transmission map after calculating 

(16). Figure 7 shows a concept procedure for refining 

the transmission. 

3.6 Guided Image Filter 
In order to solve the time complexity of soft 

matting used in image dehazing specified in the 

algorithm of He et al., many scholars have proposed 

using different methods, such as using a bilateral filter 
(Sun et al. (2010), Furukawa et al. (2014), and Sun et 

al. (2011)). However, the computational complexity of 
a bilateral filter is very large, and image distortion 

occurs in some cases with gradient reversal. He et al. 
(2013) subsequently proposed the guided image filter. 

Since it utilizes the linear combination method to 

perform the calculations, requires no complex 
mathematical operations, and allows for the output 

image to have the same gradient direction as the 
guidance image, this method gradually came to be 

used for haze removal. Choosing a guided image filter 
not only increases the operation speed but also makes 

the transmission map smoother and retains its edge 

and gradient. 
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Figure 7. Procedure for refining the transmission map. (The 
originally input is from 
https://www.gettyimages.fr/%C3%A9v%C3%A9nement/haze-
blankets-indonesia-as-fires-worsen-171135432#/motorists-
pass-through-haze-pollution-on-june-20-2013-in-bintan-the-

picture-id170904195) 

Define qi as the ith output pixel, pi as the ith input 
pixel, ni as the ith input pixel noise component, Ii is 

the ith pixel of the guidance image, and ωk is the 
window with the k th pixel as the center. The presence 

of a local linear model between Ii and qi constitutes the 
key assumption of the guided image filter. That is, an 

assumption that qi consists of a linear transform of I i 
within a window ωk centered at the pixel k  is made, 

yielding the following (He et al. (2013)): 

   ,     i k i k kq a I b i , (19) 

where it is assumed that 
k
a  and 

k
b  are coefficients 

that are constant in ωk. In (19), qi is calculated as ni 

subtracted from pi: 

  i i iq p n . (20) 

From (19) and (20), we can get 

   i k i k in a I b p . (21) 

Then, the cost function ( , )k kE a b  in the window ωk is 

minimized as follows 

 

2 2( , ) mm ini ( )n
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

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k

k k i k

i

E a b n a

, (22) 

where   is a parameter used to keep 
ka  from 

becoming too big. 

Via (19)-(22), we can find 
ka  and 

kb : 
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k
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a  (23) 

and 

  k k k kb p a , (24) 

where k
 and  2

k
 are mean and variance values in ωk, 

| |  is the sum of pixels in ωk, and 
1

| |  

 
k

k i

i

p p  is 

the mean value of pixels in ωk. 

Since pixel i may be included not merely in the 
single window ωk, qi in (19) will vary in a different 

window ωk. After calculating all 
ka  and 

kb  values in 

ωk, the following equation is used to obtain the final qi: 

 
:|

)
1

(
|  

 
k

i k i k

k i

q a I b . (25) 

From Figure 8, we can see the dehazing effect of the 
guided image filter. 

 

(a) 

 

(b) 

 

(c) 
Figure 8. Guided image filter: (a) input image, (b) guidance 
image, and (c) output image. (The originally input is from 
https://pixabay.com/zh) 

3.7 Visibility Restoration 
By the transmission and atmospheric light obtained 

above, we can restore an image via the following 

equation: 

 

new

0

{r,g,b}
max( ( ), )

( ) ,  


  
c c

c cI A
J A c

t t
x

x
, (26) 

where new

cI  is the new input image with haze after the 

White-Patch Retinex algorithm was used and ( )t x  is 

the enhanced transmission map after being processed 

through the guided image filter. 

4 RESULTS AND DISCUSSION 
THIS section presents the full-range experimental 

results and discusses our proposed algorithm. We used 

Matlab R2014 and a 2.7GHz Intel quad-core 
processor-based desktop computer to run this 

algorithm. For the experimental test, the setting values 

found in He et al. (2011), He et al. (2013), and Ebner, 
M. (2007) served as the primary references for 

determining the parameter setting values used in the 
equations described in Section 3. The blurry and foggy 

image data used in this experiment were mainly 
obtained through web searches (the source URLs of 
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these images are indicated in their respective figure 

captions). 
Recall that the three problems that the dark 

channel prior algorithm brings are that: it will create 
the halo effect, it will cause color distortion, and it 

takes a long time to restore the image. Given the 
above concerns, we provide a complete comparison of 

our algorithm with the algorithm of He et al. (2011). 

Specifically, we examine the results of image 
restoration using a combination of the White-Patch 

Retinex algorithm and the improved dark channel 
prior algorithm, particularly with regard to the image 

restoration effort and its effectiveness and 
applicability against these three problems. In addition, 

we also perform an image quality assessment to 
numerically demonstrate our algorithm’s advantages. 

4.1 Halo Effect 
This section discusses whether the halo effect can 

be effectively eliminated by our proposed algorithm. 
Three types of scenes are distinguished from the 

degree of contact with the sky, arranged in descending 
order by size, they are the village scene image, city 

building image and forest scene image, as shown in 
Figures 9(a), 10(a), and 11(a), respectively. The sky is 

a place that represents space without boundaries, so 

the likelihood that discontinuity will occur will be 
greatly increased. If the part in contact with the sky is 

larger, the halo effect will be stronger. This 
phenomenon can be seen from the placement of the 

red frame in Figures 9(b), 10(b), and 11(b). Note that, 
in Figure 11(b), there is no halo effect between the 

leaves and the sky; it is believed that this occurred as 
the sky illumination of the originally input image is 

very high, to the extent that the level of illumination 

was similar to that of the halo, thus the halo is 
integrated into the bright portion and becomes 

unobservable. However, for the trees in the lower part 
of the figure, it can be seen that the gap between the 

front and back trees still caused a halo effect. 
However, the images generated by our proposed 

algorithm show almost no halo effect. Because we use 

the median filter to preserve the edge, even if the 
minimum filter is still used, the median filter (in the 

previous layer) would still effectively retain the image 
edge at the place that contacts the dis tant sky. By 

observing Figures 9(d), 10(d), and 11(d), we can see 
that the transmission image using the He et al. 

algorithm shows an apparently blurry view at the 

junction with the sky. In addition, the boundaries of 
the objects are not as clear as they are in the image 

created by using the algorithm we have proposed. 
In fact, through the observation of the transmission 

map, we can determine whether the resulting image 
will inevitably produce the halo effect. From Figures 

9(d), 10(d), and 11(d), we have already found that the 
transmission has already produced halo at the 

discontinuity; therefore, restoring the image will 

generate halo. As we can see from Figures 9(c), 10(c), 

and 11(c), our proposed algorithm can effectively 

solve the problem of the halo effect. 
 

 

(a) 

 

(b) 

 

(d) 

 

(c) 

 

(e) 
Figure 9. Village scene image: (a) originally input, (b) modified 
by the He et al. algorithm, (c) modified by the new algorithm 
we have proposed, (d) transmission of (b), and (e) 
transmission of (c). (The originally input is from the 
aforementioned study by Zhu et al. (2015)) 

 
(a) 

 

(b) 

 

(d) 

 

(c) 
 

(e) 
Figure 10. City building image: (a) originally input, (b) modified 
by the He et al. algorithm, (c) modified by the new algorithm 
we have proposed, (d) transmission of (b), and (e) 
transmission of (c). (The originally input is from 
http://www.unizyx.com.tw/governance.php) 

4.2 Color Distortion 
In this section, we discuss the capability of the new 

algorithm we have proposed to reduce color distortion. 
Two categories are established: one for input images 

that have no color distortion, and the other one for 
input images with color distortion. 

Figure 12(a) and Figure 13(a) belong to category 1. 

From them, we can see that the histograms distribute 
similarly on each color channel. For Figure 12(a), 

after being processed by the He et al. algorithm and 
the new algorithm we have proposed, at the low-

illumination portion, the first half of color histogram 
keeps the similar distribution, whereas for the other 

half (at the high-illumination portion), its proportions 

of red and green lights are less and its blue light 
remains unchanged because that sky is blue. After the  

 

http://www.unizyx.com.tw/governance.php
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(a) 

 

(b) 

 

(d) 

 

(c) 

 

(e) 

Figure 11. Forest scene image: (a) originally input, (b) modified 
by the He et al. algorithm, (c) modified by the new algorithm 
we have proposed, (d) transmission of (b), and (e) 
transmission of (c). (The originally input is from 
http://blog.sina.com.cn/s/blog_4a8715500102v845.html) 

aforesaid two algorithms are applied to Figure 13(a), 
the colors distribute similarly; however, the halo effect 

still exists when using the He et al. algorithm and it 
can be seen around the motorcycle (as shown in 

Figure 13(b)). 

Figure 14(a) and Figure 15(a) belong to category 2. 
Since the medium in the air absorbs specific colors in 

the light, the color histogram will show an inconsistent 
distribution. Therefore, we hope to restore the color 

constancy of the image through the White-Patch 
Retinex algorithm so that its color histogram can be 

consistently distributed. From Figures 14(c) and 15(c), 
it can be seen that using the He et al. algorithm, color 

distortion still exists after dehazing, such that the 

entire image is still yellow and the color histogram is 
still not consistently distributed. Because this 

algorithm assumes that each color channel uses the 

same recovery equation, it does not take the fact that 
the light-absorption degrees of different particles are 

not the same into account. Figures 14(b) and 15(b) are 
new image inputs after being processed by the White-

Patch Retinex algorithm. It can be seen from the 
respective color histograms that their distributions are 

similar to the original one. With these new image 

inputs, we performed image dehazing once again. 
Figures 14(d) and 15(d) are the corresponding 

resulting images. It can be seen that the degree of 
color distortion has been greatly reduced, such that we 

can clearly see the blue locomotive in Figure 14(d) 
and the illuminated sky at the back of Figure 15(d). 

4.3 Image Quality Testing 
Image quality testing can generally be categorized 

into two types, that is, tests with reference standards 

and tests without reference standards. Since there are 
no clear definitions or standard rules for determining 

what a clear image is, this study went with the "no 
reference standards" approach. The image quality 

assessment that was performed in this study utilized a 
method that involves the quality quantification of 

images and visual scoring that is consistent with 

human subjectivity (Hautiere et al. (2008)). Three 
parameters, namely, e , r , and  , are defined for this 

method and described below: 

(a) e  is the ratio of the newly added edges and 

indicates whether the method in question is able to 

restore the edges that are not visible in the original 

image, and it may be expressed as  

 r o

o




n n
e

n
, (27) 

 

 

(a)                                                                    (b)                                                                  (c) 
Figure 12. Helicopter image and its color histogram: (a) originally input, (b) modified by the He et al. algorithm, and (c) modified 
by the new algorithm we have proposed. (The originally input is from https://pl.wikipedia.org/wiki/Plik:Mi-14_0083.JPG) 
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(a)                                                                      (b)                                                                    (c) 
Figure 13. Street image and its color histogram: (a) originally input, (b) modified by the He et al. algorithm, and (c) modified by 
the new algorithm we have proposed. (The originally input is from http://ca.ntdtv.com/xtr/gb/2013/06/23/a919271.html) 

 

   (a)                                                                                                 (b) 

 

                                                                  (c)                                                                                            (d) 
Figure 14. Dusty railway image and its color histogram: (a) originally input, (b) new input (after being processed by the White-
Patch Retinex algorithm), (c) modified by the He et al. algorithm, and (d) modified by the new algorithm we have proposed. (The 
originally input is from https://aabgu.org/unseasonal-dust-storm-attributed-to-war-in-syria) 
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                                                                        (a)                                                                                                 (b) 

 

                                                                         (c)                                                                                                 (d) 
Figure 15. Dusty street image and its color histogram: (a) originally input, (b) new input (after being processed by the White-Patch 
Retinex algorithm), (c) modified by the He et al. algorithm, and (d) modified by the new algorithm we have proposed. (The 
originally input is from http://recap.asia/climate-journal/malaysia-must-own-up-to-its-hand-in-haze-menace)

where 
rn  and 

on  are the number of edges visible in 

the restored image and foggy image, respectively. 

(b) r  is the visible edge gradient ratio of the foggy 
and restored images (in contrast to (27), the edges in 

the foggy image that are visible or not visible are 
considered), and it may be expressed as  

 
Rr

1
exp log

i

i

P

r r
n 

 
  

 
 , (28) 

where R is the set of visible edges in the restored 

image, 
iP  is the cardinal number of the visible edges 

in R, and r is defined as 

 r

o


L

r
L

, (29) 

where 
rL
 
is the visibility level of the restored image 

and 
oL  is the visibility level of the foggy image. 

(c)   represents the oversaturation level of the 

restored image and may be expressed as 

 
x ydim dim

 


sn
, (30) 

where 
sn  is the total number of pixels that are not 

oversaturated in the original image but are 

oversaturated in the defogged image and x ydim dim  

are the dimensions of the image. 
Ideally, the quality is better when e  and r  are 

higher and   is smaller. Using Figures 9-15 to obtain 

the results numerically, as shown in Table 1, it is clear 
that the new algorithm that we have proposed was able 

to produce a good restorative effect for images with 
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different scenes. The e  and r  values showed that the 

new algorithm we have proposed was better at 
preserving the edges compared to the He et al. 

algorithm. This was achieved by enhancing the 

transmission at the edges, such that the edges that 
were originally not identifiable in the foggy image can 

now be identified. As for the   values, they indicated 

that the new algorithm we have proposed was able to 

preserve the image’s colors after restoring the image 

and did not cause oversaturation or darken the image 
excessively. 
 

Table 1.  Comparison of e , r , and   using the He et al. 

algorithm and the new algorithm we have proposed for 
dehazing different images; the before and after “/” values 
represent the test results for the He et al. algorithm and the 
new algorithm we have proposed, respectively. 

      Item 
 
 
Figure no. 

e  r    

Figure 9 
-0.1543 / 
-0.0902 

1.0050 / 
1.0050 

0.0116 /  
0 

Figure 10 
-0.1314 /  
-0.0720 

1.0010 / 
1.0090 

0 /  
0 

Figure 11 
-0.1412 /  
-0.0897 

1.0060 / 
1.0090 

0 /  
0 

Figure 12 
-0.0717 /  
-0.0127 

1.0007 / 
1.0007 

0.0143 / 
0.0129 

Figure 13 
-0.0828 /  
-0.0329 

1.0007 / 
1.0007 

0 /  
0 

Figure 14 
-0.1898 /  
-0.1531 

1.0020 / 
1.0065 

0.0029 / 
0.0001 

Figure 15 
-0.1935 /  
-0.1650 

1.0031 / 
1.0082 

0.0269 / 
0.0115 

 

4.4 Time Spent 
Last, we explore whether or not the new algorithm 

we have proposed can increase the processing speed. 
There are 7 hazy images arranged in order of their 

image size. The images are presented in Figures  16 to 
22, from small to large. Table 2 lists the dehazing time 

spent on the different sized images by the He et al. 

algorithm and the one we have proposed, respectively. 
It is found that, no matter what algorithm is applied, 

the bigger images require more processing time; 
however, in terms of the rate at which the processing 

time required increases in relation to image size, this 
rate is significantly higher for the He et al. algorithm 

when compared to the algorithm we have proposed. 

The main reason is because the soft matting applied in 
the He et al. algorithm requires the use of the 

Laplacian matrix, which requires massive and 
complex mathematic calculations for each single pixel; 

yet, the guided image filter itself does not use complex 
mathematic calculations and is a linear filter, thus the 

processing time spent is far shorter than that of the 
soft matting. 

 

 

(a) 

 

(b) 

 

(c) 
Figure 16. (a) 276 x 183 hazy image, (b) modified by the He et 
al. algorithm, and (c) modified by the new algorithm we have 
proposed. (The originally input is from 
http://www.ifanr.com/app/680110) 

 

(a) 

 

(b) 

 

(c) 
Figure 17. (a) 512 x 341 hazy image, (b) modified by the He et 
al. algorithm, and (c) modified by the new algorithm we have 
proposed. (The originally input is from 
https://phys.org/news/2016-12-planes-grounded-smog-china-
day.html) 

 

(a) 

 

(b) 

 

(c) 
Figure 18. (a) 612 x 612 hazy image, (b) modified by the He et 
al. algorithm, and (c) modified by the new algorithm we have 
proposed. (The originally input is from 
https://commons.wikimedia.org/wiki/File:The_flashpoint_of_
the_Wushe_Incident.jpg) 

 

(a) 

 

(b) 

 

(c) 
Figure 19. (a) 780 x 520 hazy image, (b) modified by the He et 
al. algorithm, and (c) modified by the new algorithm we have 
proposed. (The originally input is from 
https://www.straitstimes.com/singapore/environment/hazy-
skies-in-singapore-on-wednesday-morning-as-psi-hovers-in-
moderate-range) 

 

(a) 

 

(b) 

 

(c) 
Figure 20. (a) 1208 x 745 hazy image, (b) modified by the He et 
al. algorithm, and (c) modified by the new algorithm we have 
proposed. (The originally input is from 
http://blog.sina.com.cn/s/blog_4a8715500102v845.html) 
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(a) 

 

(b) 

 

(c) 
Figure 21. (a) 1272 x 959 hazy image, (b) modified by the He et 
al. algorithm, and (c) modified by the new algorithm we have 
proposed. (The originally input is from 
https://www.linkedin.com/pulse/winonas-womb-hilary-
flanery-long-skirts-tc) 

 

(a) 

 

(b) 

 

(c) 
Figure 22. (a) 2592 x 3872 hazy image, (b) modified by the He 
et al. algorithm, and (c) modified by the new algorithm we 
have proposed. (The originally input is from 
https://commons.wikimedia.org/wiki/File:Germany-Farchant-
Landscape.JPG) 

Table 2.  Comparison of processing time using the He et al. 
algorithm and the new algorithm we have proposed for the 
dehazing of different sized images. 

      Item 

 
 
 
Figure no. 

Image size 

Time spent 
using the He 
et al. 
algorithm 

Time spent 
using the 
new 
algorithm we 
have 
proposed 

Figure 16 276 x 183 4.9709 sec 0.6409 sec 

Figure 17 512 x 341 34.3165 sec 2.2248 sec 

Figure 18 612 x 612 50.2648 sec 4.8361 sec 

Figure 19 780 x 520 90.6524 sec 5.1769 sec 

Figure 20 1208 x 745 above 2 min 11.9691 sec 

Figure 21 1272 x 959 above 4 min 16.5952 sec 

Figure 22 2592 x 3872 above 30 min 151.7793 sec 

5 CONCLUSIONS 
IN this paper, we have successfully combined two 

heterogeneous algorithms, namely, the White-Patch 

Retinex algorithm and a modified dark channel prior 
algorithm, to create a new algorithm for dehazing 

single images, thus solving the problems that occur 

with existing single image dehazing systems (i.e., the 
halo effect, color distortion, and excessive processing 

time). We combine the dark channel and median filter 
to find a suitable edge, address the halo effect and 

artificial boundary created at the discontinuous 
boundary particularly at spots where the distance 

between the sky and objects is extremely large. 

Reducing the halo effect can make the overall image 

seem more natural and harmonious. Meanwhile, using 
the guided image filter to replace the soft matting 

makes the edge of a transmission map smoother and 
increases the dehazing process speed. In addition, we 

use the White-Patch Retinex algorithm to determine 
specific pixel values through the histogram, make 

corrections to the entire image, restore the color-

distorted image, and maintain the image color at a 
constancy that is closer to the human visual mode. The 

full-range experimental results showed that, in terms 
of the halo effect, color distortion, and time spent, the 

new image dehazing algorithm we have proposed is 
superior to the conventional algorithm. Furthermore, 

an image quality assessment was performed to test the 
new algorithm that we have proposed, and the results 

showed that the image boundary recovery and color 

saturation were good. With improvements to 
computing power, the use of our proposed algorithm 

in real-time applications will become feasible in the 
future when it is paired with computers with better 

computing performance. Therefore, based on the 
aforesaid observations and reasons, we believe that the 

new algorithm that we have proposed can serve as a 

good image dehazing candidate to be applied to 
various sensing systems and emerging technological 

systems such as self-driving vehicles and drones. At 
the same time, self-driving vehicles and drones will 

become the primary application platforms that 
emerging technologies such as 5G and AI as well as 

multimedia processing related technologies  will be 

utilized in. Therefore, it is recommended that future 
studies look into how our proposed image dehazing 

algorithm can be effectively integrated into 
technologies associated with 5G and AI as well as 

multimedia processing related technologies . In 
addition, future studies could also conduct 

comprehensive and fair comparisons of the 
algorithm’s performance relative to other non-dark 

channel prior methods. 
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