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Event-related topics in social networking services are always the epitome of heated society issues, therefore determining the significance of analyzing its
evolution patterns. In this paper, we present a comprehensive survey on the tweets about "ransomware" in Sina Weibo, a famous social networking service
similar to twitter in China. The keyword corresponds to a global ransomware attack in May 2017, on which our example event-related topics are based.
We collect text data from sina Weibo and vectorize each tweets, before using a dynamic topic model to discover the event-related topics. The results of the

topic model are explainable enough and help us to understand the evolution of those topics more thoroughly
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1. INTRODUCTION

With the social networking services thriving [1, 2], more and
more people are willing to share their views and comments,
generating as a result are a great many we-media [3] which may
largely impact public opinions to some extent. Popular issues
and comments in social media always largely reflect dynamic
public opinions which will probably have positive or negative
impact on society especially in some big events. So far, many
researches [4, 5] have been done to investigate public views
through social networking services.

To explore how event-related topics evolve in social network
services, we focus on the global ransomware attack eventin May
2017 and select relative tweets from sina Weibo as the survey
target. As is known, there was a ransomware attack spreading
through the Internet in an unprecedentedly large scale. The event
leaded to serious consequences and adverse social impact, and
set off heated discussion in sina Weibo as well. Therefore, we
attempt to survey the public discussing topics about that event
based on the text data that we crawled from sina Weibo.

Following are the main contribution of the paper.

* We conclude the general research hierarchy for the topic

vol 33 no 4 July 2018

evolution analysis.

* We collect a great many tweets about “ransomware" from
sina Weibo, using dynamic topic model to deal with them.

» Based on the topics discovered by the dynamic topic model,
we analyze how two example topics evolve associated with
the specific condition.

The remainder of this paper is organized as follows. In section
2, we review some related work and introduce the framework
of research on social networking services. Then we detail the
analysis method in section 3. Subsequently, section 4 analyzes
the result of that topic model. Finally, a brief conclusion is
provided in section 5.

2.  RELATED WORK

Given the current situation that dispersed information greatly sat-
urates sina Weibo, information extraction techniques are firstly
required to extract semantically well-defined structured data
from unstructured text documents [6]. Meanwhile, it should
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Figure 1 Research hierarchy on social networking services.

be noted that event-related topics beneath those text content in-
volves the knowledge representation from different levels and
granularities [7], therefore serving as an assistance to organize
the information properly. Furthermore, topic models can be ex-
pected to provide evolution pattern analysis with instructive sup-
port. Figure 1 shows the research levels based on social network-
ing services, where structured data are transformed from raw user
generated content through information extraction and knowledge
representation, and evolution pattern analysis are done with the
foundation of them.

2.1 Information Extraction

Information surplus, as a common phenomenon in sina Weibo,
makes it hard to discover useful information beneath those mas-
sive and complex data. When attempting to collect information
from sina Weibo, there is a high chance that relevant valuable in-
formation remains buried and unobservable, as a result of every-
day dramatically increasing content and the restriction of query
request. Therefore, certain sampling strategies are required to
extract useful information from enormous user generated con-
tent. To some extent, the text collection from sina Weibo can be
defined as deep-web text collection whose contents are available
only via specific search [8].

As a social networking service, sina Weibo exhibit an unstruc-
tured view of text data to users, where query-based techniques
in pursuit of efficiency and effectiveness should be used to re-
trieve demanded data and make them structured afterwards [9].
According to [10], a general division exists among currently
available query-based techniques, classifying them into two cat-
egories, namely bootstrapping approach and statistical learning
approach. As for bootstrapping approach, it mainly relies on it-
eration of retrieval via adopting query operations that start from
a “seed" tuple set, a set that is gradually growing thanks to new
discoveries in every information extraction step. As for statisti-
cal learning approach, documents are labeled as useful and use-
less in terms of whether they can generate tuples in information
extraction step. With the labeled documents, queries to retrieve
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are learned to distinguish them by training to get expected metric
score such as precision and recall.

2.2  Knowledge Representation

With the text data from sina Weibo in structured organization,
it is then necessary to discover topics behind them for further
research work. Traditionally, topic models based on statistic
of text content are widely used to include context information.
Latent Dirichlet Allocation (LDA), first proposed in [11], is a
generative model that untilizes latent semantic constraint among
word, document and topic to estimate the probability where each
document belongs to some topics.

Typically, tweets in sina Weibo are rather short, thus stan-
dard LDA will fail to handle it. So as to fit with short texts in
topic discovery, models specific for tweets have been proposed
in [12], where topic distributions of users are taken into con-
sideration and in result more decent metric scores are achieved.
Taking temporal relationships into consideration, [13] proposed
TM-LDA model via putting emphasis on the topic shift in the
data. Describing topic formally is a prerequisite for subsequent
analysis, and a number of researchers have been involved in field
attempting to find a way to map raw data space to a higher ab-
stract space, where topic can be regarded as an abstract semantic
notion compared with raw text data in this case. Some also
attempt to solve the encoding problem with topic. For exam-
ple, Ruben Fernandez Beltran et al. [14] present an approach
to encode each sample based on latent topics in Content-Based
retrieval.

2.3  Evolution Pattern Analysis

In social networking services, discussions around certain topic
always reflect the public opinion which might further have pro-
found influence on society. Therefore, it is quite important to
understand how public opinion evolves. So far, there are much
research work about the analysis of its evolution pattern in so-
cial networking services and the latent meaning behind the user
generated contents.

Generally, research efforts are made from empirical perspec-
tive and theoretical perspective. From empirical perspective, Liu
et al. [15] use LDA to convert short tweets into feature vectors
so as to give quantified measurement for political legitimacy
of populace, where empirical analysis simply arises from the
statistic data. From theoretical perspective, researchers prefer
to focus on mathematical models while studying the dynamics
in social network. Literature [16] discusses Bayesian and non-
Bayesian models to explore the evolution pattern of opinion dy-
namics. Concerning non-Bayesian models, DeGroot-Friedkin
model proposed in [17] tries to predict the evolution of individ-
ual social power during the discussion process of several issues.

3.  METHOD DESCRIPTION

Our goal is to analyze how the topic evolves based on the text data
crawled from sina Weibo, where we choose “Ransomware" as
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Table 1 Statistical information of tweets in each period

notation duration number

d; 2017-05-04 ~ 2017-05-16 2,739
dy 2017-05-16 ~ 2017-05-28 4,628
ds 2017-05-28 ~ 2017-06-09 1,224
dy 2017-06-09 ~ 2017-06-21 1,359
ds 2017-06-21 ~ 2017-07-03 1,847
de 2017-07-03 ~ 2017-07-15 237
d7 2017-07-15 ~ 2017-07-27 51
dg 2017-07-27 ~ 2017-08-08 285
do 2017-08-08 ~ 2017-08-20 352
dio 2017-08-20 ~ 2017-09-01 296
dii 2017-09-01 ~ 2017-09-13 145
dip 2017-09-13 ~ 2017-09-25 247
di3 2017-09-25 ~ 2017-10-07 161
dig 2017-10-07 ~ 2017-10-19 159
dys 2017-10-19 ~ 2017-10-31 1,275

the keyword in this case. We first collect tweets which contain the
keyword, then remove some irregular expression in preprocess-
ing step. Subsequently, we run a probabilistic topic model after
turning those tweets into bag of words so as to get the most prob-
able terms for each topic [18]. Note that, in order to have a more
clear view on the topic evolving process, collected tweets are
sliced according to their generated time.

3.1 Data Collection

Sina Weibo contains huge amount of user generated content,
however specific content can only be accessed via correspond-
ing search, making it more challenging to collect required data.
To overcome that inconvenience, we have realized a targeted
crawl tool with the help of Selenium WebDriver in Python which
interacts with sina Weibo System automatically by submitting
different search criterion. As a result, we have successfully col-
lected 15,185 tweets in specific throughout the duration from
May 4th 2017 to October 30th 2017, approximately lasting for
half a year.

To discuss the topic evolution pattern, we slice those tweets
into 15 parts with the time frequency of 12 days. Table 1 shows
the statistic information of tweets in each period. As is shown
in Table 1, there is little discussion about ransomware attack
in sina Weibo until May 2017 when a terrible epidemic named
“WannaCry" outbroke globally. From then on, the number of
tweets about “ransomware" increases dramatically during the
first two durations, followed by a constant relatively hot discus-
sion in the subsequent three durations. Then the discussion heat
drops when the epidemic seems to be controlled in the follow-
ing nine durations, however, because of the appearance of one
variant ransomware named “Bad Rabbit", discussion heat raises
again largely yet not as sharp as the scale of first increase in last
duration.

For further comprehensive analysis, we attempt to measure
the users’ attention degree by calculating the average number of
repost, comment and like per tweets for each duration. As is
shown in Figure 2, the event of ransomware attack draw public
attention when it first broke out on large scale, however, general
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Figure 2 Average number of repost, comment and like per tweets.

attention of users didn’tlast long, taking on a prolonged recession
afterwards no matter how the discussion continued. Particularly,
although the discussion heat was high enough suddenly in last
duration, public attention failed to be drawn back.

3.2  Text Preprocessing

Typically, text preprocessing is the preliminary procedure of
topic analysis, since the initial text data crawled from sina Weibo
always contain ill formed characters and redundant expression.
For instance, the @ sign in sina Weibo represents a mention
to the referred user, which is irrelevant with the topic most of
the time, and URLs serving as a link to other website in tweets
should also be removed. Therefore, we first accordingly attempt
to filter those meaningless characters such as @ signs and URLs.

In addition, unlike English text which intrinsically consists
of separated words, Chinese text requires word segmentation
to split contiguous characters into understandable words. In
this case, we apply NLPIR [19], a Chinese lexical analyzer, on
filtered text data so as to obtain a list of words for each tweet.
Note that in order to get proper word segmentation outcome, we
import relevant terms into the user dictionary of NLPIR system
beforehand, and remove stop words which commonly appear in
those type of text before generating the word lists.

Given the processed word lists, we then subsequently utilize
bag-of-words model to represent each tweets and generate a dic-
tionary that orders the appearing words, therefore each tweet can
be vectorized according to the frequency of word appearance.
With all the tweets consistently vectorized, semantic topics can
further be found with the assistance of LDA model.

3.3  Topic Model

As is mentioned in Section 3.1, text data have been sliced into
15 durations for the analysis of topic evolution. Typical topic
models, such as LDA model, are capable of dealing with static
documents however face dilemma when it comes to dynamic
time series documents. Therefore, we adopt a dynamic topic
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i (virus) 0.028 Hiii(computer) 0,032 Hiflié(computer)  0.028 i fH(document)  0.029 i (virus) 0.028 0.033 #i it (virus) 0.039
AUfli(computer) 0,025 i ¥ (virus) 0026 9 5 (virus) 0.025 i (virus) 0.025 L (document) 0025 0022 Hffi(computer) 0,021
i (document) 0,024 A (document) 0,020 I ff(document) 0,021 £ ffi(computer) 0,025 ol 0.023 0.022 (document) 0,019
it software) 0,017 et Hifh(software) 0,016 et (softwan 0015 0.016 0.017 (blackmail) 0,019
0.014 — 7 em) 0013 0014 [ 0,016 0016 [ (software) 0,016
013 0012 0.013 0.012 0011 0011
0012 % (security) 0,010 17 (user) 0010 0010 0.009 0.009 0010
0010 Wi (recovery) 0,010 Hi(data) 0010 0.009 0.009 0.009 0.009
0.010 L (ool 0.010 ) 0.009 0.008 P 0,009 0.009 0.008
0010 i P (user) 0,009 0.009 0.008 % (security) 0,008 ieh(security) 0,008 uwity) 0008
dys dy dyy dyy dy dyg dy
4K 0T (bad rabbi Hiflii(computer)  0.030 Hifili(computer)  0.030 Wi (virus) 0.032 Wi B (virus) 0.036 #i 5 (virus) 0.041 i (virus) 0.042
‘J:_‘J\’T\Li::\pdulc:h ) G0 virus 0.026 Fiti(virus) 0.029 puter) 0028 i 0.023 B 0.020
ooy 0004 F(bad rabbit)0.024 fF(document) 0,018 iff(document) 0017 p 0,020 0.020
: o e 0018 PGy 015 document) 0,017 ("v(doium;n)x) 0018
D (document) 0,018 [+ i 3 0014 [+ ware) 0,015
oy oo i) 0012 saut 0011 o011
qate 3 (propagate) 0,012 0.010 0.010
Promate) 0013 ware) 0,012 ) 0010 0.009 0.009
e v o0l opagatc) 10 0.009 0.008
e (blackmail) 0,010 (bad rabbit) 0,010 0.008 0.008
(a) The evolution of top ten terms in topic 1
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(b) The evolution of top ten terms in topic 2

Figure 3 Two examples of 5-topic dynamic model.

model extended from LDA [20] to analyze those dynamic situ-
ations.

The dynamic topic model denotes B; x as the V-dimensional
vector of natural parameters for topic k in slice t, and the para-
meters are chained in a state space model that evolves Gaussian
noise, following B x|8—1.& ~ N(Bi—1.k o2I). Unlike LDA,
whose topic proportions 6 are drawn from a Dirichlet distrib-
ution, the dynamic topic model utilize a logistic normal with
mean « to express uncertainty over proportions, whose sequen-
tial structure between models can be denoted as o;|o;—1 ~
N(a;_1, 821). Using graphical model, the dynamic topic model
is gradually simplified to independent topic models as time dy-
namics, where kth topic at slice + — 1 smoothly evolves to the
topic at slice ¢.

Particularly, in our case tweets have been divided into 15 time
slices with a duration of 12 days, and we set K = 5, where K
is denoted as the total number of topic. In the next section, we
will attempt to analyze how corresponding topic evolves from
former slice to succeeding slice.

4. ENVOLUTION ANALYSIS

As is illustrated in Section 3.1, we analyze 15,185 tweets from
sina Weibo, all of which are generated between May 4th 2017
and October 30th 2017. The total size of dictionary is 16,571,
after removing a great many of stop words that appear too fre-
quently or make little difference in context. Furthermore, we
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use dynamic topic model with 5 topics to discover the topic of
each tweets.

Figure 3 exhibits the evolution process of two resulting topics,
showing top ten terms for each topic along with the probability.
The dynamic topic model captures discussion topics from dif-
ferent perspectives, where topic 1 emphasize data security while
topic 2 focus more on the influencing zone according to Figure
3.

As for topic 1, relative discussions in sina Weibo are more
likely to involve data recovery when the ransomware attack out-
broke in the first two durations. It is understandable that many
normal users attempted to explore emergency recovery meth-
ods in social networking services after their important docu-
ments were encrypted maliciously, especially as the time when
thousands of senior students failed to submit their theses during
graduation season. However, after the first two durations, the
discussions about data recovery faded and the topic evolution
became nearly smooth and steady during duration 3 to duration
10, with less normal users seeking professional assistance and
more we-media broadcast relative news. That process lasted
until an attention transition took place, when successive discus-
sions put more emphasis on a neotype virus and its potential
information security hazard.

As for topic 2, duration 1 and 2 mainly discussed about the
general baneful influence, with words like “global" and “net-
work" included. Note that “university" was included in the topic
of first duration since most initial victims are university stu-
dents. Subsequently, “mobile phone", “auxiliary", “tools" and
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“game" took up the topic, with the initial virus serving as an
analogy, since at that time ransomware virus aimed at mobile
phone tended to disguise as auxiliary tools for mobile game,
making users install it without any suspicion. Under that cir-
cumstance, to some extent, the new mobile ransomware virus
distracted users’ attention from the initial outbreaking virus. Fi-
nally, from duration 5 to duration 15, the topic focus returned to
the initial virus and started to concentrate more on the affected
regions.

By analyzing the two example topics, we find that the top-
ics discovered by dynamic topic model are explainable enough.
Particularly, notable difference can be reflected on the topic evo-
lution process when some certain new events take place.

S.  CONCLUSION AND DISCUSSION

In this paper, we study the topic evolution based on the text data
from social networking service. To be more specific, we choose
keyword “ransomware" as our surveyed object, crawl related
tweets from sina Weibo and analyze how the discussion unfolds.
After word segmentation and stop words removement, we gen-
erate a dictionary and get each tweet vectorized, which is the
prerequisite step of topic discovery. Furthermore, by applying
dynamic topic model from reference [20], we attempt to analyze
how the relative topics evolves as time goes on. At last, we ana-
lyze two examples of the resulting topics from the dynamic topic
model. It turns out that the experimental outcomes are explain-
ableand, and each transition of the topics can be mapped to a
turning of the event in real world. In general, the survey we have
done can help users to understand the structure and evolution
pattern of event-related topics more thoroughly.

Our future work may lie in several perspectives. First, we
will attempt to build a more general model to perceive multiple
topics based on probabilistic graphical model. With the event-
related topics perceived, we will then try to do the inference
online interactively, expecting to realize the early warning for
the transforming events before their developments are out of
control.
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