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In this paper, we study the in uence of multiple domain attributes on the clustering analysis of object based on factor space. The representation method
of graphical domain attribute is proposed for the object, which is called attribute circle. An attribute circle can represent infinite domain attributes. The
similarity analysis of objects is first based on the concept of attribute circle, and the definition of graphical similarity is transformed into the definition of
numerical similarity, and then the clustering analysis method of object set is studied and improved. Considering three kinds of graphical overlap, the analytic
solution of similarity is obtained for numerical calculation. The clustering rules: strictly obey the similarity division and dissimilarity division, and refer to
fuzzy similarity division. The reliability evaluation semantics of the actual electrical system are listed as the study object set, and the clustering analysis
method and its improvement are carried out. The results show that the relation between decision set D and object set U means that the division of U is
nonsingular and accurate for D. Although the system reliability is evaluated in different environments, these evaluation semantics are relatively objective,
and can support each other. The two methods of similarity calculation have the same conclusion, but the improved method is more accurate and complex
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1. INTRODUCTION

The theory of factor space has been created by Mr. Wang
Peizhuang and has been developed to some extent. The authors
have been studied issues in the field of safety system engineering,
and used traditional methods too difficult to handle [1-8]. For
example, in an investigation of the safety of an electrical system,
an answer from an operator of system on system safety is when
the system is 12◦C below, there are many faults; After working
seventy or eighty days, there are many faults, and the system is
seriously unstable. The example has some characteristics. The
example is a multi-factor decision system; The expression of a
factor is a domain value, that is, a factor is a range value; The
basic data comes from the experience of some operators, and
different working time and environments make the experience
different in their evaluation of the system; Basic data is a evalua-
tions of things, with fuzziness; How do you know the confidence
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of these evaluations and whether these evaluations can support
each other.

There are, of course, some methods can deal with the evalua-
tion semantics of things.

The following researches have been carried out in the world
on evaluation semantic analysis and similarity. Similarity mea-
surements was used on multi-scale qualitative locations [9]. Se-
mantic trajectories was measured by multidimensional similarity
[10]. A new recommender framework was put forward, which
was combining semantic similarity fusion and bicluster collab-
orative filtering [11]. Noise suppression for dual-energy CT via
penalized weighted least-square optimization with similarity-
based regularization [12]. An adaptive color similarity function
was obtained; it was suitable for image segmentation and its nu-
merical evaluation [13]. Linguistic Vector Similarity Measures
was given, and applied to linguistic information classification
[14].

The authors have made some researches on reasoning method
based on data and evaluation semantics. System reliability as-
sessment method was given based on space fault tree [15]. Con-
nectivity reliability of directed acyclic network was studied con-
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sidering nodes and lines [16]. Decision criterion discovery of
system reliability was studied [4]. The factor importance distri-
bution was definite in Continuous Space Fault Tree [17]. System
safety classification decision rules were obtained considering the
scope attribute [18]. Accident chain model was studied based
on CBM and human error [19]. Above methods are based on the
given qualitative and fuzzy information to separate the relevant
knowledge in the information, simplify, inference and relevance.
The knowledge is used to determine the safety of the system be-
ing evaluated.

It is very difficult that these methods deal with the example
with above characteristics, and difficult to satisfy the problem
analysis with these characteristics. Because the above methods
cannot analyze the influence of multiple domain attributes on
clustering analysis under the evaluation semantics.

In order to solve the problem of evaluation semantics of mul-
tiple domain attributes and their clustering analysis, the attribute
representation method of object is modified in factor space. The
method can represent infinite domain attributes within a unit at-
tribute circle. Then we analyze the similarity of objects and
transform them into numerical expressions of similarity. We
obtain the rules of clustering divisions among objects. The im-
proved method of similarity calculation is proposed considering
graphical overlap.

2. PRELIMINARY KNOWLEDGE

In order to adapt to the information revolution and the needs
of big data age, the early Chinese scholar Professor P. Z. Wang
in 1983 proposed the Factor Space (FS) mathematical theory
[20-23] for big data analysis and processing, and laid the mathe-
matical foundation. At present, FS has been extensively studied
and acknowledged, the related studies include: background in-
formation compression [24], FS processing unstructured data
[25], factors granular space nested structure and data cognitive
ecosystem [26- 29], evaluation and decision theory [30-34], FS
and public safety [35], algebra, topology, differential geometry,
category theory of comprehensive research [36], etc.

FS theory has made a great breakthrough in the field of intelli-
gent science and big data, but not applied to the specific science
and technology. The combination of Space Fault Tree(SFT) and
FS provides the development space for FS in the reliability and
fault analysis of safety science. Combined with SFT and FS
theory, some researches have been done, including: the study
of system safety classification decision rules considering range
attributes [37], coal mine disaster safety analysis based on factor
analysis [38], coal mine safety situation distinction method [39],
and also carried out some system reliability analysis [40].

Factor is the element that analyzes the thing attributes and
causal relationships. Factor space is the coordinate space named
by factors. It is the universal mathematical framework for de-
scribing things. It is the basic mathematical theory of artificial
intelligence, especially intelligent data science.

A factor is mathematically defined as a mapping. It maps
an object to an attribute value, called a quantitative mapping.
At the same time, it is mapped into an attribute, called quali-
tative mapping. For example, Jack’s height is a mapping that
maps an object(person) to a qualitative attribute of ’high’; and

it is mapped into a quantitative attribute value 1.8m, as shown
in Fig.1. Everything has two kinds of mapping states, namely
quantitative and qualitative. From quantitative change to quali-
tative change, quantity determines quality.

Based on this philosophy, we set these two mappings together.
The value of factor f is mapped into a (one-dimensional or higher
dimensional) coordinate axis X f . The attribute(means factor in
attribute circle) values obtained by its quantitative mapping are
ordinary set or fuzzy subsets in X f . The method of fuzzy subset
formation has already been solved by fuzzy set theory.

y

Gender

Height

Age

Weight

Jack

Man

1.75 25

66

Figure 1 Person attributes in factor space.

From Fig. 1, the multiple factor axes are combined to obtain
the coordinate frame named by factors, which is called factor
space. Anything can be regarded as the point in the factor space.
Its mathematical definition is a set that factor set F is the index
set. Here, F is a collection of many factors. Since Boolean
operations exist between factors and factors, F is a Boolean
algebra too. Therefore, the factor space is defined as a set of
families with Boolean algebra as the index set. Factor library
is a new database, which is the data realization of factor space
theory. It uses a series of basic table forms to process data.

3. THE CONCEPTS AND PROPERTIES OF
ATTRIBUTE CIRCLE

Fig. 1 is the representation of human factors in factor space.
The figure can represent the basic idea of factor space, that is, the
relationship between an object (person) and its attributes(gender,
height, age, weight). If these attributes are determined, then an
instantiated person is determined. But in practical problems, the
object has often more attributes. Using the form of Fig. 1, it
is difficult to describe the value and state of the attributes and
the relation between objects and their attributes, which is not
conducive to further analysis. So the concept of attribute circle
is put forward in this paper. For the expression, first, we give
the attribute circle of x1 in the example, as shown in Fig. 2. In
attribute circle, the factor in factor space is called attribute.
Definition 1: Set system T = (U, A, C, D) as decision ta-
ble, U = {x1, x2, . . . , xm} is object set, m is the number
of objects; C = {a1, a2, . . . , an} is condition attribute set, n
is the number of conditions; aq = [ae

q , a f
q ] is a continuous

range of attribute value, i , j ∈ {1, . . . , m}, q, p ∈ {1, . . . , n}
D = {d1, d2, . . . , dk}, k is the number of decisions. To dis-
tinguish the variable concept among objects, add xi below the
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Figure 2 Attribute circle of the object x1.

variable, such as a1x1
represents the attribute a1 of the object x1.

Definition 2: Construct the basic information decision table
�(T ) to represent system T . The header of �(T ) is {U, C, D},
where, the attribute aq in C must be normalized. The ac-
tual domain of aqxi

is [A, B], the study domain is [L L, U L],

L L ≤ A, U L ≥ B , ae
qxi
= (A − L L)/(U L − L L), a f

qxi
=

(B − L L)/(U L − L L).

From the above definition, we know that the data in �(T ) is
normalized, that is, 0 ≤ ae

q ≤ 1, 0 ≤ a f
q ≤ 1, ae

q ≤ a f
q , which

provides the basis for the establishment of attribute circle.

Definition 3: The attribute circle is a unit circle in the coordinate
system, its radius is 1. In this coordinate system, the attribute
circle can represent all objects in the object set. The connection
line segment between a point aq on the circumference of attribute
circle and the center a0 of the attribute circle is called attribute
domain line segment (short for domain line). It represents the
value ranges of attributes (normalization) of all objects in the do-
main, and the line segment length is 1. ae

q , a f
q are the endpoints

of the domain line. ae
q represents the start point of the attribute

domain value, and a f
q represents the end point. The domain line

segment in the attribute circle is denoted by L(K1,K2), and K1,
K2 are any two points in the attribute circle, such as the aq do-
main line denoted by L(aq , a0). Attribute angle � x1a1a0a2 is the
angle between the domain line L(aq , a0) and L(aq+1, a0). The
area in the attribute circle is denoted by M(K1,K2, . . . ,KO ),
and K1,K2, . . . ,KO represent any number of points in the at-
tribute circle, which can form a convex polygon in the order of
occurrence. Attribute circle define rules can be summarized, as
shown in Eq. (1). The parameters are defined by Def. 1 and 2.

⎧
⎪⎪⎨

⎪⎪⎩

L(a1, a0) = L(a2, a0) = · · · L(an, a0) = 1
� a1a0a2 = � a2a0a3 = · · · = � an−1a0an

� a1a0a2 + � a2a0a3 + · · · + � an−1a0an = 360◦
0 ≤ ae

q ≤ 10 ≤ a f
q ≤ 1ae

q ≤ a f
q [ae

q, a f
q ] ⊆ L(aq , a0)

(1)

Definition 4: L(ae
qxi

, a f
qxi

) or Lxi (a
e
q, a f

q ) represents the value

domain of attribute aq of object xi . The larger the Lxi (a
e
q , a f

q ),

it is the less influence of the attribute aq on the object xi ; the

smaller the Lxi (a
e
q , a f

q ), the greater the influence of the aq on
the object xi .

4. OBJECT CLUSTERING ANALYSIS
METHOD BASED ON ATTRIBUTE CIR-
CLE

For the description of the classification method, the graphical
similarity definition between x1 and x6 is given, as shown in
Fig. 3.

Figure 3 Similarity definition between x1 and x6.

Firstly, the concept of object similarity is given from the geo-
metric meaning, which is graphical similarity considering graph-
ical overlap. As shown in Fig. 2, Mx1(a

f
2 a f

3 ae
3ae

2) represents a
convex polygon for representing both the attribute values of the
object x1 on the attribute a2, a3. Fig. 3 shows graphical over-
lap of the attribute circles of x1 and x6, then the overlap area of
Mx1(a

f
2 a f

3 ae
3ae

2) and Mx6(a
f

2 a3) can greatly reflect the similar-
ity between x1 and x6 about the attribute a2, a3. Please note that
the shading states of x1 and x6 are different.

However, it is difficult to determine the similarity between
x1 and x6 using the above methods. The overlap area of
Mx1(a

f
2 a f

3 ae
3ae

2) and Mx6(a
f

2 a f
3 ae

3ae
2) in the above method re-

flects the similarity between x1 and x6 about the two attribute
a2, a3, and the single attribute is determined difficulty. On
the other hand, the overlap area between Mx1(a

f
2 a f

3 ae
3ae

2) and

Mx6(a
f

2 a f
3 ae

3ae
2) needs to be calculated by complex analytical

methods, which is not satisfactory for engineering applications.
Therefore, graphical similarity is transformed into numerical cal-
culation method to define and use.

From Fig. 3, there is the overlap line segment between
Lx1(a

e
3, a f

3 ) and Lx6(a
e
3, a f

3 ) on the attribute a3. This overlap
line segment shows that the attribute a3 has an line segment
(Lx1(a

e
3, a f

3 )
⋂

Lx6(a
e
3, a f

3 )) that has the same effect on x1 and
x6, that is, x1 and x6 are similar in that line segment. Based
on this idea, the similarity is defined considering overlap line
segment, not overlap area.

vol 33 no 5 September 2018 399



RESEARCH ON THE CLUSTERING ANALYSIS AND SIMILARITY IN FACTOR SPACE

Definition 5: In system T , xi, x j ∈ U , define S(xi , x j , aq) as
the similarity between xi and x j about attribute aq , S(xi , x j , aq)

is determined as follows.
When i = j , S(xi , x j , aq) = 1, an object is compared to

itself, the similarity is 1.
When i �= j , Compare the relative overlap line segment of

aq = [ae
q, a f

q ] and aq = [ae
q, a f

q ].
When there is no overlap line segment between aqxi

and aqx j

on L(aq, a0), S(xi , x j , aq) = 0, which indicates that two objects
are not related to aq .

When there is the overlap line segment between aqxi
and aqx j

on L(aq , a0), S(xi , x j , aq) = 0, according to the overlap, the
S(xi , x j , aq) is obtained, as shown in Eq. (2).

S(xi ,x j , aq) = L
xi
(a f

q ae
q) ∩ L

x j
(a f

q ae
q)

= M I N(

∣
∣
∣
∣
∣
a f

q
x j

− ae
q

x j

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣
a f

q
x j

− ae
q

xi

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣
a f

q
xi

− ae
q

x j

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣
a f

q
xi

− ae
q

xi

∣
∣
∣
∣
∣
)

÷M AX (

∣
∣
∣
∣
∣
a f

q
x j

− ae
q

x j

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣
a f

q
x j

− ae
q

xi

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣
a f

q
xi

− ae
q

x j

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣
a f

q
xi

− ae
q

xi

∣
∣
∣
∣
∣
)

(2)

Where, 0 ≤ S(xi , x j , aq) ≤ 1.

Definition 6: The whole similarity of xi , x j is S(xi , x j ), for C =
{a1, a2, . . . , an}, then S(xi ,x j ) =

n∏

q=1
S(xi ,x j , aq), aq ∈ C .

The specific processes of the above definitions are shown in
Fig. 3.

Definition 7: Whole similarity S(xi , x j ) of xi , x j is classified
by the following rules. Set λaq as the similarity threshold of xi ,
x j for a single attribute aq , generally 0.4 ≤ λaq ≤ 0.6. 1 ≥
S(xi , x j , aq) ≥ λaq means similarity, S(xi , x j , aq) = 0 means
dissimilarity, the values between them means fuzzy similarity.

So for S(xi , x j ), 1 ≥ S(xi ,x j ) =
n∏

q=1
S(xi ,x j , aq) ≥

n∏

q=1
λaq

means similarity, S(xi , x j ) = 0 means dissimilarity, the values
between them means fuzzy similarity.

5. IMPROVEMENTS OF CLUSTERING
ANALYSIS METHOD

The above method simplifies geometric similarity and obtains a
simple similarity algorithm. But the original geometric sim-
ilarity is more accurate, so this section gives the concept of
similarity algorithm based on geometric similarity. In Fig. 2,
Mx1(a

f
2 a f

3 ae
3ae

2) represents a convex polygon with representing
both the attribute values of the object x1 on the attribute a2, a3.
The overlap area of Mx1(a

f
2 a f

3 ae
3ae

2) and Mx6(a
f

2 a f
3 ae

3ae
2) can

greatly reflect the similarity between x1 and x6 about the attribute
a2, a3.

Calculates the similarity between xi and x j on attributes aq

and aq+1, and that is the overlap area of Mxi (a
f

q a f
q+1as

q+1as
q)

and Mx1(a
f

q a f
q+1ae

q+1ae
q).

Definition 8: In system T , xi , x j ∈ U , define
S(xi , x j , (aq , aq+1)) as the similarity between xi and x j about

attribute aq , aq+1 as shown in Eq. (3).

S(xi , x j , (aq , aq+1))

= Mxi (a
f

q a f
q+1ae

q+1ae
q) ∩ Mx j (a

f
q a f

q+1ae
q+1ae

q)

Mxi (a
f

q a f
q+1ae

q+1ae
q) ∪ Mx j (a

f
q a f

q+1ae
q+1ae

q)
(3)

The different states are described as followed.

1) When there is no overlap line segment between aqxi
and aqx j

on L(aq , a0), or aqxi
and aqx j

on L(aq+1, a0),
S(xi , x j , (aq , aq+1)) = 0, which indicates that two objects are
not related to aq , aq+1.

2) When there is the overlap line segment between aqxi
and

aqx j
on L(aq , a0), in addition aq+1xi

and aq+1 on L(aq+1, a0);

at the same time, the line segment (ae
qx j

, ae
q+1x j

) does not in-

tersect the line segment (ae
q , ae

q+1), in addition the line segment

(a f
q , a f

q+1) does not intersect the line segment (a f
q , a f

q+1), then
the overlap area is defined as shown in Eqs. (4) and (5). This is
the second overlap state as shown in Fig. 4.

M
xi

(a f
q a f

q+1ae
q+1ae

q) ∩ M
x j

(a f
q a f

q+1ae
q+1ae

q) = 1
2 (bd − ac) sin θ

θ = � aqa0aq+1, d = min{a f
q

xi

, a f
q

x j

}, b = min{a f
q+1
xi

, a f
q+1
x j

},
a = max{ae

q
xi

, ae
q

x j

}, c = max{ae
q+1
xi

, ae
q+1
x j

}

(4)

M
xi

(a f
q a f

q+1ae
q+1ae

q) ∪ M
x j

(a f
q a f

q+1ae
q+1ae

q) = 1
2 (bd − ac) sin θ

θ = � aqa0aq+1, d = max{a f
q

xi

, a f
q

x j

}, b = max{a f
q+1
xi

, a f
q+1
x j

},
a = min{ae

q
xi

, ae
q

x j

}, c = min{ae
q+1
xi

, ae
q+1
x j

}

(5)

1a

3a

2a

The second
state

The third state

Figure 4 Overlap states of similarity definition between x1 and x6.

3) The third state, when there is the overlap line segment be-
tween aqxi

and aqx j
on L(aq , a0), in addition aq+1 and aq+1x j

on
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L(aq+1, a0); at the same time, the line segment (ae
qx j

, ae
q+1x j

)

intersect the line segment (ae
qxi

, ae
q+1xi

), or the line segment

(a f
qx j

, a f
q+1x j

) intersect the line segment (a f
qxi

, a f
q+1xi

), then the

overlap area is defined as shown in Eqs. (6) and (7). This is the
third overlap state as shown in Fig. 4.

M
xi

(a f
q a f

q+1ae
q+1ae

q) ∩ M
x j

(a f
q a f

q+1ae
q+1ae

q) =
1
2 hcsinθ − 1

2 (h − g)2 × cos θ
h/c−g/d − 1

2 eb sin θ

− 1
2 ( f − e)2 × cos θ

f /a−e/b

(6)

M
xi

(a f
q a f

q+1ae
q+1ae

q) ∪ M
x j

(a f
q a f

q+1ae
q+1ae

q) =
1
2 dgsinθ − 1

2 (h − g)2 × cos θ
h/c−g/d − ( 1

2 f a sin θ

− 1
2 ( f − e)2 × cos θ

f /a−e/b )

(7)

Where, θ = � aqa0aq+1, a = ae
q+1x j

, b = ae
q+1xi

, c = a f
q+1x j

,

d = a f
q+1xi

, e = ae
qxi

, f = ae
qx j

, g = a f
qxi

, h = a f
qx j

.

To ensure that Eqs. (6) (7) are clean and tidy; letters are
substituted for numerical markers.

The results in 2) and 3) are the analytic solution obtained
by graphical calculation, because of the limitation of space, the
analytic procedure here is abbreviated.

Definition 9: The whole similarity of xi , x j is S(xi , x j ), for C =
{a1, a2, . . . , an}, then S(xi ,x j ) =

n−1∏

q=1
S(xi ,x j , (aq , aq+1)) ×

S(xi ,x j , (an, a1)), aq ∈ C .

Definition 10: Whole similarity S(xi , x j ) of xi , x j is clas-
sified by the following rules. Set λaq ,aq+1 as the similar-
ity threshold of xi , x j for two attribute aq , aq+1, gener-
ally 0.4 ≤ λaq ,aq+1 . 1 ≥ S(xi , x j , (aq, aq+1)) ≥ λaq

means similarity, S(xi , x j , (aq , aq+1)) = 0 means dissimilar-
ity, the values between them means fuzzy similarity. So for
S(xi , x j (aa, aq+1)) = 0, means similarity, means dissimilarity,
the values between them means fuzzy similarity.

6. EXAMPLE ANALYSES

For reliability analysis of an electrical system, 7 operators who
have used the system have been investigated. They give some
descriptions for evaluation of the system reliability. Because
of their work, scheduling and other reasons, the environment of
their operating systems are different. In fact, there are many
factors affecting the probability of component fault in the sys-
tem. For example, the diode fault in the electrical system has a
direct relationship with working time, temperature, current and
voltage. If the system is analyzed, the adaptive working time
and temperature of each component may be different. With the
change of the whole system working time and environment tem-
perature, the system reliability is different too[41]. Therefore,
the basic environment of the system reliability evaluation is dif-
ferent for the above operators.

Proposed methods are used to classify the reliability evalua-
tion of these operators. If the object set classification (semantic
description sets) is the same of decision set classification (seman-
tic result sets), then these operators are objective and can support

each other for system reliability evaluation. If the classification
does not correspond, the evaluation description of the more op-
erators should be added to further determine the accuracy of the
descriptions.

Based on the survey, an operator answer for system reliability
is: system faults was more below 12◦C; there are more faults af-
ter working seventy or eighty days, and serious instability (due
to limited space, the other 6 are not listed). The system is gen-
erally overhauled every 100 days, we can set the time domain of
[0, 100] day. The temperature domain is [0,40]◦C; The humidity
is generally determined by the seasonal climate during the work
period.

Define system T = (U, A, C, D), the descriptions of the 7
operators as object set U = {x1, x2, . . . , x7}, and xi is the de-
scription of the i th operator, i ∈ {1, . . . , 7}. The working time,
temperature, humidity of system make up condition attribute set
C = {a1, a2, a3}, a1 is temperature, a2 is time, a3 is humidity.
a1, a2 and a3 are the continuous domain value, and are nor-
malized according to the descriptions of the 7 operators. If the
operator’s answer is x1, the domains of evaluation semantics are
working temperature of [0,12] C, working time of [70,95]d, and
humidity. They are normalized as followed: a1x1

= [ae
1, a f

1 ],
ae

1x1
= (0− 0)/(40− 0) = 0, a f

1x1
= (12− 0)/(40− 0) = 0.3,

similarly, a2x1
= [0.7, 0.95], a3x1

= [0.2, 0.9]. The decision set
D = {d1, d2, d3} represents the safety levels from one to three,
which are “unreliable”, “generally reliable” and “very reliable”.
Get the basic information decision table �(T ), as shown in Tab.
1. Without considering the decision set D, we study the attribute
circle representation of the object set and attribute set. The at-
tribute circle x1 is given. The attribute circles x2 ∼ x7 are shown
in Fig. 5. According to Tab. 1 and Defs. 5 and 6, we obtain the
object similarity table, as shown in table 2.

Table 1 Basic information decision table �(T ).

U a1 temperature a2 time a3 humidity D safety
levels

x1 [0,0.3] [0.7,0.95] [0.2,0.9] 1 low
x2 [0,0.4] [0.8,1] [0.3,0.9] 1
x3 [0.2,0.7] [0.5,0.8] [0.1,0.8] 2
x4 [0.6,0.9] [0.2,0.6] [0.2,0.8] 3
x5 [0.25,0.7] [0.5,0.9] [0.1,0.9] 2
x6 [0.2,0.8] [0.3,0.9] [0.3,1] 2
x7 [0.6,0.9] [0.2,0.4] [0,0.9] 3 high

For object set classification, first define λa1 = 0.5, λa2 = 0.5,
λa3 = 0.5, and similarity division of S(xi , x j ) is {similarity,
fuzzy similarity, dissimilarity}={[1,0.125], (0.125,0), 0}. The
similar objects obtained with Tab. 2 are classified as follows:

Similarity: S(x2, x1) = 0.3214, S(x5, x3) = 0.5906,
S(x6, x3) = 0.2315, S(x6, x5) = 0.2632, S(x7, x4) = 0.2592.

Fuzzy similarity: S(x3, x1) = 0.0238, S(x4, x3) = 0.0204,
S(x3, x1) = 0.0278, S(x5, x2) = 0.0321, S(x5, x4) = 0.0165,
S(x6, x1) = 0.0288, S(x6, x2) = 0.0306, S(x6, x4) = 0.0765,
S(x7, x6) = 0.0245.

Dissimilarity: S(x3, x2), S(x4, x1) = 0, S(x4, x2) = 0,
S(x7, x1) = 0, S(x7, x2) = 0, S(x7, x3) = 0, S(x7, x5) = 0.

The clustering analysis rules: strictly obey the similarity di-
vision and dissimilarity division, and refer to fuzzy similarity
division. For example, S(x2, x1) = 0.3214 means x2, x1 should
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Figure 5 Attribute circle of the object x2 ∼ x7.

Table 2 Object similar table.j
 x1 x2 x3 x4 x5 x6 x7 
 a1 a2 a3 a1 a2 a3 a1 a2 a3 a1 a2 a3 a1 a2 a3 a1 a2 a3 a1 a2 a3 

x1 
1 1 1                   

1),( 11 1xxS                    

x2 
0.7500 0.5000 0.8571 1 1 1                

0.3214),( 12 0xxS  1),( 22 1xxS                 

x3 
0.1429 0.2222 0.7500 0 0 0.6250 1 1 1             

0.0238),( 13 0xxS  0),( 23 0xxS  1),( 33 1xxS              

x4 
0 0 0.8571 0.2222 0 0.7143 0.1429 0.1667 0.8571 1 1 1          

0),( 14 0xxS  0),( 24 0xxS  0.0204),( 34 0xxS  1),( 44 1xxS           

x5 
0.0714 0.4444 0.8750 0.2143 0.2 0.7500 0.9000 0.7500 0.8750 0.1538 0.1429 0.7500 1 1 1       

0.0278),( 15 0xxS  0.0321),( 25 0xxS  0.5906),( 35 0xxS  0.0165),( 45 0xxS  1),( 55 1xxS        

x6 
0.1250 0.3077 0.7500 0.2500 0.1429 0.8571 0.8333 0.5000 0.5556 0.2857 0.4286 0.6250 0.5921 0.6667 0.6667 1 1 1    

0.0288),( 16 0xxS  0.0306),( 26 0xxS  0.2315),( 36 0xxS  0.0765),( 46 0xxS  0.2632),( 56 0xxS  1),( 66 1xxS     

x7 
0 0 0.8889 0 0 0.6667 0.1429 0 0.7778 1 0.3333 0.7778 0.1538 0 0.8889 0.2857 0.1429 0.6000 1 1 1 

0),( 17 0xxS  0),( 27 0xxS  0),( 37 0xxS  0.2592),( 47 0xxS  0),( 57 0xxS  0.0245),( 67 0xxS  1),( 77 1xxS  

be divided into one group; S(x3, x2) = 0 means x3, x2 should
not be divided into one group. So the final object set is divided
into U = {{x2, x1}, {x7, x4}, {x5, x3, x6}}. Considering the cor-
responding relation between the decision set D and the object
set U in Tab. 1, we find U → D = {{x2, x1} → d1, {x7, x4} →
d3, {x5, x3, x6} → d2}. This shows that the classification of
object sets is non-singular and accurate for decision set.

Similarly, in accordance with the above settings, the improved
method is used to obtain the object similarity, and the result is
shown in Tab. 3.

Set λa1 = 0.5, λa2 = 0.5, λa3 = 0.5, and similarity divi-
sion of S(xi , x j ) is {similarity, fuzzy similarity, dissimilarity}

= {[1,0.125], (0.125,0), 0}. The similar objects obtained with
Tab. 3 are classified as follows:

Similarity: S(x2, x1) = 0.5138, S(x4, x3) = 0.1650,
S(x5, x3) = 0.7706, S(x6, x3) = 0.4225, S(x7, x4) = 0.4069,
S(x6, x5) = 0.5288.

Fuzzy similarity: S(x3, x1) = 0.0384, S(x5, x1) = 0.0197,
S(x6, x1) = 0.0717, S(x5, x2) = 0.0486, S(x6, x2) = 0.0989,
S(x5, x4) = 0.0372, S(x6, x4) = 0.0650, S(x7, x6) = 0.0709.

Dissimilarity: S(x4, x1), S(x7, x1) = 0, S(x3, x2) = 0,
S(x4, x2) = 0, S(x7, x2) = 0, S(x7, x3) = 0, S(x7, x5) = 0.

Final object set division U = {{x2, x1}, {x7, x4}, {x5, x3, x6}}.
But this division is inconsistent with S(x4, x3) = 0.1650. Since
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Table 3 Object similar table.j
 x1 x2 x3 x4 x5 x6 x7 
 a1,a2 a2,a3 a3,a1 a1,a2 a2,a3 a3,a1 a1,a2 a2,a3 a3,a1 a1,a2 a2,a3 a3,a1 a1,a2 a2,a3 a3,a1 a1,a2 a2,a3 a3,a1 a1,a2 a2,a3 a3,a1 

x1 
1 1 1                   

1),( 11 1xxS                    

x2 
0.8210 0.8549 0.7321 1 1 1                

0.5138),( 12 0xxS  1),( 22 1xxS                 

x3 
0.1891 0.6323 0.3212 0 0 0.4550 1 1 1             

0.0384),( 13 0xxS  0),( 23 0xxS  1),( 33 1xxS              

x4 
0 0 0 0 0 0 0.4623 0.6450 0.5532 1 1 1          

0),( 14 0xxS  0),( 24 0xxS  0.1650),( 34 0xxS  1),( 44 1xxS           

x5 
0.1099 0.8344 0.2150 0.1756 0.6324 0.4375 0.8750 0.9200 0.9573 0.0988 0.5790 0.6500 1 1 1       

0.0197),( 15 0xxS  0.0486),( 25 0xxS  0.7706),( 35 0xxS  0.0372),( 45 0xxS  1),( 55 1xxS        

x6 
0.3450 0.8312 0.2500 0.4500 0.6155 0.3571 0.6756 0.7690 0.8132 0.2290 0.4490 0.6322 0.7300 0.8121 0.8920 1 1 1    

0.0717),( 16 0xxS  0.0989),( 26 0xxS  0.4225),( 36 0xxS  0.0650),( 46 0xxS  0.5288),( 56 0xxS  1),( 66 1xxS     

x7 
0 0 0.4859 0 0 0.4226 0 0 0.8320 0.8002 0.7060 0.7203 0 0 0.9590 0.2230 0.3454 0.9200 1 1 1 

0),( 17 0xxS  0),( 27 0xxS  0),( 37 0xxS  0.4069),( 47 0xxS  0),( 57 0xxS  0.0709),( 67 0xxS  1),( 77 1xxS  

the similarities among x5, x3, x6 are higher than the similarity
between x4 and x3, and x7 can not be divided with x5, x3, and the
similarity between x7 and x4 is very high, so the above division
is reasonable. Considering the corresponding relation between
the decision set D and the object set U in Tab. 1, we find U →
D = {{x2, x1} → d1, {x7, x4} → d3, {x5, x3, x6} → d2}. This
shows that the object set division is non-singular and accurate for
decision set. This shows that the initial division of the decision
set is correct and can be tested in practice.

The definition of attribute circle is put forward and the meth-
ods of object similarity calculation are constructed based on at-
tribute circle. The first method reduces geometric similarity to
facilitate computation, but at the expense of accuracy. The im-
proved method is based on geometric similarity, more precise,
but complex. In general, the results are the same, but the more
attributes, the more accurate the improved method, but the more
complex.

7. CONCLUSIONS

The attribute representation method of the factor space object is
modified. In a unit attribute circle, the infinite multiple domain
attributes can be indicated. Then we can analyze the similar-
ity of objects and transform them into numerical expressions of
similarity. The similarity calculation method is improved. In
the attribute circle, the overlap area of different objects for the
same attributes is defined as similarity, that is, the geometric
overlap similarity calculation method. In general, the results of
two methods are the same, the more attributes, the more accurate
the improved method, but the more complex the calculation.

We obtain the rules of object clustering, which strictly follow
the similarity and dissimilarity division, and refer to the fuzzy
similarity division to classify the object set.

The results show that if the correspondence relation between
object sets U and decision set D is nonsingular (U → D =
{{x2, x1} → d1, {x7, x4} → d3, {x5, x3, x6} → d2}), although
the system has different environmental factors, but a attribute
evaluation semantic of the system is relatively objective for every
object, and can support each other, then these evaluation seman-
tic are correct. If it is strange, then needs to be added the semantic

evaluation to describe, final further determine it.
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