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Abstract: Hearing loss (HL) is a kind of common illness, which can signifi-
cantly reduce the quality of life. For example, HL often results in mishearing,
misunderstanding, and communication problems. Therefore, it is necessary
to provide early diagnosis and timely treatment for HL. This study investi-
gated the advantages and disadvantages of three classical machine learning
methods: multilayer perceptron (MLP), support vector machine (SVM), and
least-square support vector machine (LS-SVM) approach and made a further
optimization of the LS-SVM model via wavelet entropy. The investigation
illustrated that the multilayer perceptron is a shallow neural network, while the
least square support vector machine uses hinge loss function and least-square
optimization method. Besides, a wavelet selection method was proposed, and
we found db4 can achieve the best results. The experiments showed that
the LS-SVM method can identify the hearing loss disease with an overall
accuracy of three classes as 84.89 + 1.77, which is superior to SVM and MLP.
The results show that the least-square support vector machine is effective in
hearing loss identification.

Keywords: Hearing loss; wavelet entropy; multilayer perceptron; least
square support vector machine

1 Introduction

Hearing loss (HL) is a kind of prevalent chronic condition affecting people. 46% of adults
aged 48-87 years had a hearing loss [I]. Exchange of information with others, an important
aspect of everyday life, can be seriously impaired in individuals with hearing loss. These difficulties
with communication could lead to a perceived reduction in quality of life [2]. As life expectancy
increases and older adults are living longer, an increasing number of individuals will be forced to
endure hearing loss during their senior years. The influence of HL to the patients is various, such
as speech development, language acquisition, etc. More importantly, it often results in physical
and mental pain to humans, as well as serious harm and huge economic losses [3]. Statistical
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results indicate that about $1.1 million social costs will be lost for every untreated HL person. On
the contrary, if the HL can be detected in an early stage, these costs could be decreased by 75%.

Generally, HL can be attributed to many causes. For example, it can be caused by autosomal
dominant, X-linked, and mitochondrial mutations, and can also be caused by simple Mendelian
inheritance. Some studies proposed that HL is a result of genetics or the environment, such as a
dangerous source of radiation, even resulted from many factors and their interaction [4].

HL has aroused extensive interest in the study. Some research suggests that HL derived from
physical or emotional injure. The results of numerous analytical measurements demonstrated that
most hearing loss is Sensorineural hearing loss (SNHL). SNHL not only triggers of HL, but also
severely affecting brain functions, such as lower intelligence, motor proficiency and speech and
language delay, etc.

Although HL is a serious health problem worldwide and its socio-economic consequences are
globally significant, there are no effective measures to overcome it. However, with the development
of medical science and advances in biotechnology, recent researches are focusing on the problem
of prevention or early identification for the HL [5].

In the present studies, the researchers investigated the SNHL by sMRI, fMRI, and DTI.
Profant et al. [6] studied the Age-related hearing loss problem by MR morphometry and diffusion
tensor imaging (DTI) method, the result indicated that HL does not play a significant role
in the auditory system in elderly subjects. Nayeem [7] used wavelet entropy (WE) and genetic
algorithm (GA) to identify hearing loss patients. Gao et al. [8] employed cat swarm optimization
(CSO) approach.

This paper aims to identify the hearing loss only from structure MRI images [9]. We did not
utilize fMRI nor DTI. Our method still got promising performances, which validate that hearing
loss may alter the brain structure. In addition, image processing [10-12], computer vision [I3],
and texture analysis [14—16] techniques were employed.

In this study, our contribution focus on the following three folds: (i) The db4 wavelet has
proven to be the best results in three orientations and overall accuracy, compared with 4 different
Wavelet Daubechies Function. (ii) Three different algorithms: MLP, SVM, and LS-SVM, has
been analyzed by 10 x 6-fold cross validation. The results showed that the LS-SVM model we
proposed has performed the best for identifying the hearing loss disease. (iii) Through comparing
with state-of-the-art approaches, our LS-SVM algorithm performed better than WE + GA and
CSO methods.

The paper is organized as follows: Section 2 will summarize an overview of the methods
including wavelet entropy, multilayer perceptron, and least squares support vector machine. Sec-
tion 3 shows the dataset and experiments. Section 4 is devoted to analyzing the experimental
results. In Section 5, we conclude the paper with the direction of further research.

2 Methodology

We used wavelet entropy as feature extractors [17], and meanwhile, we investigated several
artificial intelligence methods: wavelet transform, multilayer perceptron (MLP), support vector
machine (SVM), and least square support vector machine (LS-SVM). Deep learning meth-
ods [18-21] and transfer learning [22-25] are not used in our method, due to its requirement of
a relatively large dataset while our dataset is especially small.
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2.1 Wavelet Daubechies Function

Wavelet analysis is a special type of linear transformation of functions of a rather wide
class. The basis of eigenfunctions, on which the decomposition is carried out, has many special
properties. The correct application of these properties allows researchers to focus on those or
other features of the analyzed process which cannot be identified by the traditionally used Fourier
and Laplace transformations.

The basic idea of wavelet analysis is to represent or approximate a signal or function with
a family of the function called wavelet function system, which is structured by the translation
and telescopic of a basic wavelet function, and of which the conversion coefficient can be used
to describe the original signal. The base of the wavelet transform is given by

Vop &) = la| 2P ((E — p)/e)a, BEP, a0 (1)

where ¥ (x) is the basic wavelet function, ¢ and b are the scaling and translation factors. The
wavelet transform about the function f(¢) is defined as follows

1 — —b
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where f(f) € L*(R) and * denotes convolution. It is observed from (2) that Wy (a,b) have
contributions from the scaling factor ¢ and the space position b as a function of the wavelet
transform. The wavelet transform can be used to analyze signal by the function v (x) stretches
in scale and translates in the spatial domain (time domain).

The name of the Daubechies family can be written as dbN, where N is the order (or
associated filter) and db is the short name of the wavelet. For N € N, the Daubechies wavelet
transform of class D — 2N is a function ¥ = Ny (x) € L* (R),

2N-1
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k=0
where hg,...,hoy_1 € R and those are the filter constant coefficients that satisfy the conditions
below:
N—lh 1 N—lh )
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where ¢ = No: R — R is the scaling (Daubechies) function given by the recursion [26]:
2N-1
90 =V2 ) kg 2x— k) )
k=0

The dbN function is compactly supported standard orthogonal wavelet, it appears makes the
discrete wavelet analysis becomes possible. In this paper, we use Daubechies 4 wavelet (db4).
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2.2 Entropy
The coefficients of wavelet decomposition subbands are further extracted by the entropy
method. Wavelet Entropy (WE) is a powerful tool to study the transient behavior of the waves.

In the beginning, it was proposed to analyze the wavelet sub-bands distribution, and then extends
to wide scientific areas.

Usually, the entropy is assumed to be a time series system, and provides a crucial idea to
settle the question that for the data contain complex features. Considering a random variable
x € R", the entropy can be defined as in Eq. (1)

o0
Szfo —(p) log (p) dx (6)
where p(.) refers to the probability density function (PDF) [27].

2.3 Multilayer Perceptron

Multi-layer neural networks [28] comprise an input layer, a hidden layer, and an output layer.
It can have several output units, where the output units of the hidden layer function as the
input units for the next layer. However, multiple layers of linear units still only produce linear
functions [29-31].

Input Hidden Output
layer layer layer

Figure 1: Structure of multilayer perceptron

Using a step function in a perceptron is another choice, but it is not differentiable, and thus
it is not suitable for gradient descent search. The solution is a sigmoid function, which is a non-
linear, differentiable threshold function. Fig. 1 shows the structure of the multilayer perceptron.
It comprises an input layer, a hidden node, and an output layer. It can have several output units,
where the output units of the hidden layer function as the input units for the next layer. However,
multiple layers of linear units still only produce linear functions [32]. Using a step function in a
perceptron is another choice, but it is not differentiable, and thus it is not suitable for gradient
descent search. The solution is a sigmoid function, which is a nonlinear, differentiable threshold
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function. There are many methods to train the MLP, e.g., the cat swarm optimization [33],
particle swarm optimization, Jaya algorithm [34], artificial bee colony [35], biogeography-based
optimization, bat algorithm [36], etc. In this study, we used plain back-propagation [37] for simple.

When we train deep models, it must be computationally tractable. To achieve this goal, it
is extremely important to introduce a back-propagation algorithm. It can update the network
parameters during training the neural network model. And more notably, there are a lot of hyper-
parameters in the neural network model. We must make full use of professional knowledge and
trial and error to find the appropriate super parameters. It is an ideal method to automate the
tuning process. In this paper, we use a grid search to find an optimal number of hidden neurons.

2.4 Support Vector Machine

In this paper, except using a multilayer perceptron, we also test the least squares support
vector machine (LS-SVM). The LS-SVM is a variant of standard SVM. Support vector machine
(SVM) is a machine learning tool that uses statistical learning theory to solve multi-dimensional
functions. It is based on structural risk minimization principles, which overcomes the extra-
learning problem of neural networks. Traditional SVM gets the solutions with optimal quadratic
functions. In the process of the optimal solution, the dimension of the matrix is directly related to
the number of training samples, and it is feasible to use inner products to solve the medium-scale
optimal solution.

Given a set of training data like {(x1,y1),...,(x;, )} with x; € R and y; € [—1,1]. Nonlinear
SVM classifiers use the kernel trick to produce nonlinear boundaries. The decision function given
by an SVM is

y=>) ¢i1g1(x)+b D

/=1

With ¢ € RV, g() e RN - RM M — oo, b € R, where b is the weight vector and b is
the bias.

In the N-dimension space, we can introduce slack variables A, A} (i=1,...,n) and formulate
the optimization problem of SVM as below:

1 n /
min gl +C > (hi+ 1)

i=1
yi—f (Xi,¢) <8+,
St (X, d) —yi <5+ ®)

A A >0, i=1,...,n

2.5 LS-SVM
For estimating least square support vector machine (LS-SVM) [38], we have comprehensively
considered the complexity of function and fitting error, and express the constrained optimization
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problem according to the structural risk minimization principle:

/
1
ZminJ(w,e)zz wTw+yZe,2 ©)
w,b,e i=1
st yi=WloG)+b+e i=1,2,....1 (10)

where y is the margin parameter; and e; is the slack variable for x;.

In order to solve the optimization problems in Egs. (10) and (11), by changing the con-
strained problem into an unconstrained problem and introducing the Lagrange multipliers «;, we
obtain the objective function:

N

L(W,b,e,oe)=J(w,e)—Zoz{WTgo(xl-)+b+ei—y,-} (11)
k=1

According to the optimal solution of Karush—Kuhn-Tucker (KKT) conditions, take the
partial derivatives of (12) with respect to w, b, e and «, respectively, and let them be zero, we
obtain the optimal conditions as follows:

N
Lw, b, e, a)=J(w, e)— Za { WTgo (x)+b+e; —y,-} (12)
k=1
i i
w=Y aip(x), Y ai=00=ye (13)
i=1 i=1
So, the following linear equations are obtained:
0 _luxl b 0
AN (14)
lxu @)@ (xi)" + L y
where [1, =[L1,...,[]= ZMTX p o =[ag,@,...,a/], which is satisfied with Mercer’s condition, the
LS-SVM can be obtained as:
i
SO)=Y aip (e ) +b (15)

i=1

Comparing the Egs. (9) and (13), we can conclude that LS-SVM is a special case of SVM,
which reorganized SVM by equation and non-negative slack variables. In addition, a least-squares
loss function has been introduced into LS-SVM, which can map the original sample from a higher
dimensional linearly separable space [39]. An obvious gain from LS-SVM can be concluded that
the LS-SVM model can correspond to solve the linear equations rather than the QP problem.
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2.6 Implementation

It can be seen that the pipeline of the entire system from the flowchart of the proposed
method shown in Fig. 2. The structured data of the brain data have been passed to wavelet
selection and wavelet entropy, which were trained by db4 wavelet methods. The processed data will
be calculated through 10 x 6-fold cross validation by different algorithms and classification results
will be compared in the next step. The statistical results will indicate the different performances
of the classification model including MLP, SVM and LS-SVM we presented.

[ Brain Image ]

v

Wavelets Selection

v

Wavelets Entorpy

@ (i)
MLP SVM

106 fold cross validation

Performance Compare

Figure 2: Flowchart of the proposed method

3 Dataset and Experiment

Our study consisted of 180 subjects: 60 healthy control (HC) subjects, 60 left-sided hearing
loss (LHL) patients, and 60 right-sided hearing loss (RHL) patients. This study was approved by
the Ethics Committee of local participating hospitals, and a signed informed consent form was
obtained from every subject prior to entering this study.

The inclusion criterion was moderate-to-severe sudden sensorineural unilateral hearing loss.
The exclusion criteria for all participants were known as neurological or psychiatric diseases, brain
lesions such as tumors or strokes, taking psychotropic medications, and contraindications to MR
imaging. This study was approved by the Ethics Committee of local participating hospitals, and
a signed informed consent form was obtained from every subject prior to entering this study.
Fig. 3 shows one illustration of RHL patients. This image is the result of preprocessing and
transforming the data. We use the FMRIB software library to analyze the MRI brain image
data of the patient. In order to ensure the scientificalness of the image processing, experienced
otologists have been invited to extract pathologic features.
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Figure 3: Illustration of one RHL patient
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Figure 4: Index of stratified cross validation

The experiments were performed over a 6-fold cross validation approach. Each fold contains
10 HCs, 10 LHLs, and 10 RHLs. We ran the 6-fold cross validation 10 times, and the results
were analyzed in terms of individual sensitivity and overall accuracy. Fig. 4 gives the illustration
of indexes of one 6-fold stratified cross validation. During the experiments, the samples have been
divided into 6 groups, and 5 groups samples have been chosen as training set, the rest samples
as test set. The process has been performed 10 times, and finally the best optimal results of the
model can be calculated. It can avoid some local minima and the fitting phenomenon.

4 Results and Discussions

Our experiment is based on Windows 10 and Matlab 2018a. The CPU is Intel@Core’™ i7,
and the GPU is Geforce 750M whose cuda version is 9.1.

4.1 MLPyvs. SVM

The results of using MLP and SVM are listed in Tabs. 1 and 2, where C1, C2, C3 represent
LHL, RHL and HL. On the whole, the experiment results through 10 x 6-fold stratified cross
validation has shown that the overall accuracy of these two algorithms is higher than 80%. It
can be concluded that SVM obtains better results than MLP, because the overall accuracy of
SVM is 81.22 4+ 2.03, which is better than that of MLP. The prime reason is that, SVM could
be seen as a single hidden layer neural network, it can allow kernel function to convert the
datasets with nonlinear problem into a linearly separable datasets in kernel space. In addition,
the classification accuracy of MLP highly dependent on various parameters, such as the learning
rate, the structure of hidden layer and the number of nodes. SVM, by contrast, can obtain exact
solutions by adjusting a few parameters. In our experiment, all the parameters were chosen via
the trial-and-error method.



CMES, 2020, vol.125, no.1

307

Table 1: Results of 10 x 6-fold stratified cross validation using MLP

Run Cl1 C2 C3 Overall
1 81.67 78.33 85.00 81.67
2 80.00 81.67 86.67 82.78

3 86.67 73.33 81.67 80.56
4 81.67 80.00 83.33 81.67
5 81.67 76.67 78.33 78.89
6 76.67 88.33 70.00 78.33
7 81.67 85.00 76.67 81.11

8 76.67 81.67 80.00 79.44
9 78.33 80.00 80.00 79.44
10 80.00 78.33 86.67 81.67
Total 80.50£2.94 80.33+4.22 80.83£5.11 80.56 =1.46

Table 2: Results of 10 x 6-fold stratified cross validation using SVM

Run Cl1 C2 C3 Overall
1 86.67 83.33 80.00 83.33
2 83.33 78.33 80.00 80.56
3 83.33 78.33 80.00 80.56
4 80.00 83.33 80.00 81.11

5 76.67 85.00 75.00 78.89
6 78.33 85.00 83.33 82.22
7 80.00 80.00 83.33 81.11

8 78.33 81.67 78.33 79.44
9 81.67 76.67 80.00 79.44
10 86.67 85.00 85.00 85.56
Total 81.50£3.46 81.67+3.14 80.50£2.84 81.22£2.03

4.2 LS-SVM

Finally, we applied our proposed LS-SVM to this task, and the statistical results were shown
in Tab. 3. Our LS-SVM method achieved an overall accuracy of three classes as 84.89 +1.77,
higher than MLP and SVM approaches. Comparing with SVM, LS-SVM starts from the loss
function of machine learning, and optimizes the objective function by L2-norm. More impor-
tantly, LS-SVM replaces the inequality constraint of the SVM algorithm with an equality
constraint, which can obtain the solution by Karush—-Kuhn-Tucker (KKT) conditions. Fig. 5

shows the comparison between MLP, SVM, and LS-SVM approaches.

In this study, we proved LS-SVM may perform the best for identifying the hearing loss
disease. In the future, we shall try to test LS-SVM on a larger HL dataset, meanwhile on other
diseases, such as lung/kidney lesions, Alzheimer’s disease, multiple sclerosis, alcoholism, tumor

identification, etc.
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Table 3: Results of 10 x 6-fold stratified cross validation using our method of LS-SVM

Run C1 C2 C3 Overall
1 88.33 80.00 90.00 86.11
2 81.67 88.33 83.33 84.44
3 81.67 88.33 81.67 83.89
4 85.00 88.33 85.00 86.11
5 85.00 88.33 88.33 87.22
6 85.00 88.33 85.00 86.11
7 88.33 71.67 88.33 82.78
8 81.67 83.33 81.67 82.22
9 86.67 88.33 85.00 86.67
10 85.00 86.67 78.33 83.33
Total 84.83 +£2.54 85.17+£5.52 84.67+3.58 84.89 +1.77
86
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Figure 5: Algorithm comparison
Table 4: Wavelet selection among dbN families
Wavelet Cl C2 C3 Overall
db2 79.50 £4.78 80.17+£4.68 79.67+£4.57 79.78 £0.88
db3 82.50£2.75 81.33+£2.70 82.33+2.63 82.06 £1.05
db4 (Ours) 84.83 +2.54 85.17+5.52 84.67 +3.58 84.89 +1.77
db5 83.17+£2.28 82.83+2.49 83.67+£2.92 83.22+1.01

4.3 Wavelet Selection

In this experiment, we compared the performance of db2, db3, db4, and db5. The results
are shown in Tab. 4 and Fig. 6. Wavelet transform is a great tool for image processing [40,41]. It
can be observed that the db4 wavelet we proposed has the best effect among the four methods.
The accuracy of the db4 is 84.83 + 2.54, 85.17 + 5.52, 84.67 4+ 3.58, corresponding to Cl, C2
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and C3, and the Overall accuracy is 84.89 4+ 1.77. The experiment results demonstrate that db4
has the best effect both in three orientations and Overall accuracy. It can be observed that the
best performance can be represented by the vertical axis. The error bar of wavelet selection
clearly shows that the db4 wavelet stabilized around 85% which has the best performance in all
orientations. The main reason may be that, db4 method is more conducive to extract medical
image information, which is beneficial to categorize patients.

90
¥ db2
¥ db3
dba
T dos
< 85
[0]
o
c
m }
g %
(e]
s
a 80 A
\% A
75 E ! L
C1 Cc2 C3 Overall

Figure 6: Error bar of wavelet selection

Table 5: Comparison of SOTA approaches

Method Cl1 C2 C3 Overall

WE + GA [6] 81.254+4.91 80.42 4+5.57 81.67+6.86 81.11+£1.34
CSO [7] 85.50 +6.85 84.504+-4.97 83.504+5.80 84.50 +£0.81
LS-SVM (Ours) 84.834+2.54 85.17 +£5.52 84.67 - 3.58 84.89 +1.77

Bold means the best.

4.4 Comparison of State-of-the-Art Approaches

Finally, we compared our LS-SVM algorithm with three state-of-the-art approaches. The
results are detailed in Tab. 5 and Fig. 7. Genetic Algorithm (GA) is an efficient parallel algorithm,
which is well known as the strong robustness and broad applicability. Cat Swarm Optimization
(CSO) is a novel optimization method based on the hunting strategy of cats, which is composed
of seeking mode and tracing mode. Comparing with WE + GA and CSO methods proposed
by Nayeem [6] and Gao [7] respectively, our LS-SVM algorithm performance was the best in
C2, C3, and overall accuracy. This is mainly because LS-SVM has excellent nonlinear mapping
ability at high-dimensional space transformation. It can be seen that CSO performed better in
the first column of Tab. 5, one reason may be that the CSO is effective for global search
by a few parameters. To a certain extent, it can overcome the genetic algorithm premature
convergence problem.
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Figure 7: Error bar of algorithm comparison

5 Conclusions

This study investigated two classical machine learning methods: MLP and LS-SVM approach,
to the task of hearing loss identification via wavelet entropy. Our results show that the least-
square support vector machine performs better than plain support vector machine and multilayer
perceptron approaches for our task.

In the future, we shall try to collect more data of hearing loss subjects, and tested the
performance of using deep learning methods, such as transfer learning via classification deep
neural network, e.g., AlexNet or DenseNet, both of which can be used as the based model for
transfer learning algorithm to identify hearing loss. We can also employ augmentation techniques
to increases the amount of training data to improve classification accuracy in test data.

Data Availability: The datasets used in this study can be obtained by contacting the first author.
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