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Abstract: This paper presents a Game-theoretic optimization via Parallel Min-
Max Ant System (PMMAS) algorithm is used in practice to determine the Nash
equilibrium value to resolve the confusion in choosing appropriate bidders of
multi-round procurement problem in software project management. To this end,
we introduce an approach that proposes: (i) A Game-theoretic model of multi-
round procurement problem (ii) A Nash equilibrium strategy corresponds to mul-
ti-round strategy bid (iii) An application of PSO for the determination of global
Nash equilibrium. The balance point in Nash Equilibrium can help to maintain
a sustainable structure not only in terms of project management but also in terms
of future cooperation. As an alternative of procuring entities subjectively, a meth-
odology to support decision making has been studied using Nash equilibrium to
create a balance point on benefit in procurement where buyers and suppliers need
multiple rounds of bidding. Our goal focus on the balance point in Nash Equili-
brium to optimizing bidder selection in multi-round procurement which is the
most beneficial for both investors and selected tenderers. Our PMMAS algorithm
is implemented based on MPI (message passing interface) to find the approximate
optimal solution for the question of how to choose bidders and ensure a path for a
win-win relationship of all participants in the procurement process. We also eval-
uate the speedup ratio and parallel efficiency between our algorithm and other
proposed algorithms. As the experiment results, the high feasibility and effective-
ness of the PMMAS algorithm are verified.
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1 Introduction

Project planning consists of refining the project scope, defining tasks and activities to achieve the goals,
establishing a sequence of activities to further develop a schedule, cost estimation, and budget. One of the
key problems in software project planning is the scheduling, which involves resource allocation and
scheduling activities on time, optimizing the cost and/or duration of the project. The scheduling is a
complex constrained optimization problem, because for the optimization of resources, time and cost, it is
necessary to consider a combination of variables, rules, and restrictions that cause the problem to be NP-
hard Search-based software engineering (SBSE) is an emerging area focused on solving software
engineering problems by using search-based optimization algorithms. SBSE has been applied to several
problems which arise during the software life cycle. The software project scheduling problem (SPSP)
consists in finding a suitable assignment of employees to tasks, such that the project can be delivered in
the shortest possible time and with the minimum cost [1]. Since these objectives are in conflict, that is,
the minimization of one of them leads to the deterioration of the other, the result of the optimization
process is a set of solutions which represents the trade-offs between both objectives [2]. Risk and conflict
management are a very important in implementing software projects. Since 1990s, many risk
managements processes have been proposed, such as: PMBOK (Project Management Body of
Knowledge), PRAM (Project Risk Analysis and Management), and RAMP (Risk Analysis and
Management for Projects). Many methods do not apply any mathematical theory or model in risk
assessment and calculate their quantitative effects. Therefore, we need to have a more scientific approach
to managing the risks of software development projects, thereby increasing the success and results of the
project. We summarize generalizations of the activity concept, the precedence relations and of the
resource constraints. Alternative objectives and approaches for scheduling multiple projects are discussed
as well. In addition to popular variants and extensions such as multiple modes, minimal and maximal
time lags, and net present value-based objectives, such as: PSP, SBSE, SPSP, RCPSP, RCPSP/max,
RCPSP-GPR, RCPSPCF, MRCPSP, MRCPSP/max, RACP, RIP/max, RCMPS, WBS, TSPMP, etc. [1,2]
As we can see, the RCPSP can be classified by preemptive scheduling, resource requests varying with
time, setup times, multiple modes, tradeoff problems, minimal time lags, maximal time lags, release dates
and deadlines, time-switch constraints, etc. The RCPSP is a general problem in scheduling that has a
wide variety of applications in manufacturing, production planning, project management, and various
other areas. In this study, we aim to identify the key aspects of procurement in the software project
management context and their relation to project success.

Multi-round procurement is a process of self-taking advantages of the investor and the bidders. It
includes several participants join negotiating, persuading to gain the most benefit while their relationship
is still preserved. In the specification, the investor wants to reap high yield while choosing trustful
bidders with the minimum prices, make the project cost the least as well as not losing the faith of other
providers. On the contrary, purveyors have the first target is to be chosen. Hence, they need to give a
suitable requirement and acceptable cost. Their goal is profit obtaining at the end of the project after
being selected [3—5]. The problem is if each participant always tries to get the best advantage, it will
create an endless loop. The stakeholder will always put effort into constraining contractors to lower their
prices. The contractors want to have the contract and keep long-term business will lower their product
prices to compete with others. They could probably suffer losses or reduce their product quality to sign
the deal at the moment but later increase the next product's cost to erase the loss. Continuously, those
trusty and quality suppliers may give up. The remaining will be the cheaper but high risk of product
quality decreased. In this case, the project owner has lost all worthy suppliers. Bidders may accept to
suffer loss or they can collaborate to push the price higher. Thus, it does not benefit if the investor is too
greedy or auction-goers are too competitive [6—8]. The problems facing can be listed as follow:
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e Project time: The longer the project takes, the higher the cost raise. We all know that a dollar at the
moment will be more valuable than a dollar in the future. As inflation increasing, changes in the
exchange rate will lead to decreasing in the value of the original money. As a consequence, the
material price will higher or lower after time.

e Material cost: The number of needed materials also affect the profit of both sides.

e Discount rate: This depends on the strategies of the contractors. Will they give a discount or intensify
the price?

e Selection: Usually, we tend to choose the cheapest price. The question is how do we ensure it won't be
risky. The quality can be low and the bidders who suffer the detriment can raise higher price next time
to afford their loss.

Procurement is viewed as a strategic function working to improve the organization's profitability. In
recent years, it is shown that there are many challenges and difficulties in procurement, especially in
multi-round procurement which is the result of selecting bidders in one round will affect bidder's bidding
behavior in another round [3]. The first challenge is the difficulty in choosing the right bidders to
maximize profits while making sure project completeness, which is more and more challenging when the
procurement process is divided into many stages with several bidders. The material depends on each
company and their pricing policies refer to how they can maximize their business earnings (Quality and
Cost-based Selection). Therefore, the buyer cannot assure the quality of goods and services afterward [4].
This implies many risks as there is no measure or evidence to prove the chosen bidder is the most proper
one. Moreover, a win-win relationship requires the fairest auctioning environment possible, which is ideal
when all bidders granted the highest profits. Secondly, dividing the project into many stages affects the
project’s total cost that is time-related. Good sustainability strategies are required to cut costs and also
develop a closer relationship with bidders, the negotiation process becomes one of reaching on goods or
services in a cooperative model. This enables buyers to lower profits as a sustainability strategy by
selecting higher value bidders in the early stages of the procurement to get more profits from these
bidders in later stages or future. In summary, a scientific and applicable method is necessary to make the
last decision of auction [5-8].

Apart from that, the questions for the problem are: (1) When is the best time to open a bid? (2) Who are
the most suitable bidders? (3) What are the most suitable quality and the price at each stage? (4) How can we
solve this? This problem can be modeled to a perfect informed game. Each member will take part and offer
methodologies to locate the most fitting answer for keep up their relationship and lead the most benefit [9].
There is a list of necessary material divided in many packages as the plan of the bidders. The project will
occur in a certain time. In that time, several rounds will be held, each time the investor will by one or
many packages necessary for the project. The project has many bidders join, including the long-term
partners and new collaborators. Each supplier is capable of providing some material based on their
ability. They have their own tactics with information about the price, discount after time. Summarized, to
calculate the Nash equilibrium point for this real-world problem to archive sustainability strategy, this
paper sought to provide more parameters to the game model. That is to say, we could analyze the data
from the problems mentioned above, the data is then represented by a model element.

2 Literature Review

The software project management was being an NP-Hard problem, solution methods are primarily meta-
heuristics. We classify and present the state-of-the-art hybrid meta-heuristics for software project
management and multi-round procurement problems in Tab. 1. These methods can be categorized based
on local search meta-heuristics, evolutionary and population-based, learning meta-heuristics and our
proposed algorithms [10-29]. In [6], Rao et al. designed a new approach to find out a winner in a
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multiple-attribute auction. The new method can help to address a mechanism for decision making in dealing
with multiple-attribute and multiple-sourcing procurement. Multiple-sourcing is usually proposed to prevent
a variety of procurement risk and uncertainty. Yang et al. [7] developed a model to assist participants in
multiple-attribute procurement in inferring their preference based on the difficulty of elicitation. Bichler
et al. [8] analyzed the ability to use Bayesian equilibrium to predict human behavior in sealed-bid split-
award procurement auctions. The auction type is a multi-object extension in which bidders may require
more than one unit. Authors applied Bayes Nash equilibrium in the expanded game to forecast strategies
of participants. Then, they experimented with the accuracy of the equilibrium with computerized bidders.
The result showed that the complexity of the multi-object does not have much effect on the result of
procurement rather than the risk aversion does. In game theory, Nash Equilibrium has been used to
analyze the outcome of strategic interaction and also how conflict may be mitigated in competitive
environments. A Nash solution is a mixed strategy profile with the property that no single player can
obtain a higher value of expected utility by deviating unilaterally from this profile. It means all players
obtain more revenue under cooperation, and thereby promoting sustainability. The above questions are
already answered by some researchers using the Genetic algorithm and the Nash equilibrium [30-32].
However, when the number of a threshold is changed, the performance of each algorithm is different.
Furthermore, there are many meta-heuristic algorithms were proposed, such as GDE3 [11],e-MOEA [15],
e-NSGA-II [14], NSGA-III [13], SPEA2 [14], ACO [9], PSO [16], Water drops [17], ACO Parallel
(PACO) [18], PSO Parallel (PPSO) [19].

Table 1: Summary of the classification algorithms for the software project management problems

Classes of Algorithms Authors Year
1. Local Search Meta-Heuristics Algorithms HL (Hill Climbing) Kolisch et al. 1999
TB (Tabu Search with Path Re-Linking Strategy) Nonobe et al. 2002
GRASP (Greedy Randomized Adaptive Search Procedure)  Kochetov et al. 2003
LNS (Large Neighborhood Search) Palpant et al. 2004
SA (Simulated Annealing) Mika et al. 2005
SS (Scatter Search and Electromagnetism Theory) Debels et al. 2006
RS (Random Search), ALNS (Adaptive Large Neighborhood Chen et al., Muller LF 2009
Search)
FAF (Filter-and-Fan) He et al. 2016
2. Evolutionary and Population-based GDE3 (3" Evolution Step of Generalized DE) Kukkonen et al. 2005
Algorithms AGA (Adaptive Genetic Algorithm) Kim et al. 2006
CGA (Competent Genetic Algorithm) Yassine et al. 2007
GA (Genetic Algorithm)/ GP (Genetic Programming)/GALib Chang et al. 2008
MOCell (Multi-Objective Cellular Genetic) Nebro et al. 2009
MOFA (Multi-Omics Factor Analysis) Yang 2009
&-MOEA (e-Multi-Objective Evolutionary Algorithm) Li et al. 2009
DEA (Differential Evolution Algorithm) Wu et al. 2010
&-NSGA-II, Adaptive,, Adaptive,, Adaptive., Adaptive,, Vanucci et al., Deb et al. 2012
Adaptive,,
MOGA (Multi-Objective Genetic Algorithm) Stylianou et al. 2013
NSGA (Non-Dominated Sorting Genetic Algorithm) Amiri et al. 2013
PAES (Pareto Archived Evolution Strategy) Wang et al. 2013
DEPT (Differential Evolution) Chen et al. 2014
NSGA-III (Non-Dominated Sorting Genetic Algorithm III)  Mkaouer et al. 2015
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Table 1 (continued).
Classes of Algorithms Authors Year
SPEA2 (Strength Pareto Evolutionary Algorithm 2), MOEA Deb et al., Hadka 2015
NSGA-II, Myszkowski et al. 2017
NSGA-II, (4daptive) Gholizadeh et al. 2018
Al (Articial Immune) Agarwal et al. 2007
EOD (Estimation of Distribution) Fang et al. 2010
SFL (Shuffle Frog-Leaping) Fang et al. 2012
FA (Firefly Algorithm), MA (Memetic Algorithm) Sanaei et al., Wang et al. 2013
GE (Grammatical Evolution) Barros et al. 2013
PSO (Particle Swarm Optimization) Zeighami et al. 2013
SMPSO (Speed-Constrained Multi-objective PSO) Nebro et al. 2008
BCO (Bee Colony Optimization), ACO (4Ant Colony Nouri et al., Xiao etal. 2013
Optimization)
IWD (Intelligent Water Drops) Crawford et al. 2018
MOABC (Multi-Objective Articial Bee Colony) Gong et al. 2018
3. Hybrids Meta-heuristics Algorithms ANGEL (Integrating ACO, GA and Local Search) Tseng et al. 2006
HEA (Hybrid Evolutionary Algorithm) Rogalska et al. 2008
(141) EA and RS (Evolutionary Algorithm with Yannibelli et al. 2014
Random Search)
EHH (Evolutionary Hyper-Heuristic) Wu et al. 2016
Tree search + GA Zamani 2017
4. Learning and parallel metaheuristics PACO (ACO Parallel) Merkle et al. 2002
algorithms PL (Population Learning) Jedrzejowicz et al. 2006
MA(LS) Parallel Zamani 2010
PBIL (Population-Based Incremental Learning) Jin et al. 2014
NN (Neural network) Jaberi et al. 2014
PPSO (PSO Parallel) Fahmy et al. 2014
Tabu Search Parallel Bukata et al. 2015
5. Our algorithms proposed GANE (Genetic Algorithm and Nash Equilibrium) Trinh Ngoc Bao et al. 2017
BCPM (Bayesian Critical Path Method) Nguyen Ngoc Tuan et al. 2018
UGM (Unied Game-Based Model) Trinh Ngoc Bao et al. 2019
NAM (Nash Equilibrium Model) Quyet-Thang Huynh et al. 2019
Probabilistic Method Quyet-Thang Huynh et al. 2020
MMAS (Min-Max Ant System) Dac-Nhuong Le et al. 2020

In [20], we proposed a genetic algorithm model to infer the Nash equilibrium model of a multi-round
procurement problem in which the buyer not only focuses on the revenue with the first-price bidder
strategy but also considers a variety of properties of bidders such as the relationship between buyer and
bidder, offer for future promotion, and the business credit score of the bidder. The chromosome in the
genetic algorithm represents the Nash equilibrium point that includes all characteristics of the solution for
the problem. An iterative genetic algorithm is said to converge when, as the iterations proceed, the fitness
value gets closer to specific values, and we discovered a balance point for all sides in procurement. In
[21], we introduced a Bayesian critical path method for managing common risks in software project
scheduling. We also presented a Nash equilibrium model for conflicts in project management in [22]. In
[23,24], we proposed a Unified Game-based model based on the concept of game theory and Nash
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equilibrium. This scientific model can help the decision-maker to recognize, and define all characteristics of
the conflict problems in project management. The model can be solved by a variety of multi-objective
evolutionary algorithms. Our previous work introduced some important conflicts in project management
and proposed a mathematical model addressing these problems. Experimental results show that the
Unified Game-based model is useful to address these problems and effective in generating a near-optimal
balance point. In [25], we presented a novel Min-Max Ant System (MMAS) algorithm for multi-
round procurement.

3 Multi-round Procurement Problem Formulation

Project management is the core process of most current business activities, which include projects that
have the goal of creating products, services, or original results. Project management tasks include project
scope management, quality, project schedule, budget, resources, and risks. Still, there are more internal
problems affecting the project which is out of the management of risk management parts such as the
conflicts between the project partners or the conflicts in risk management itself. Therefore, detecting and
analyzing these problems brings a necessary supplement for the project management tasks, thus ensuring
all matters arising to be controlled and also enhancing the quality and chances of success of the project
[3-5]. Based on various factors such as the source, cause, role, or function of conflicts in the project,
conflicts can be classified into several categories as follows:

e By source of conflict, conflicts are classified as (i) conflict from plan scheduling, (ii) conflict from
determining the priority in performing project task, (iii) conflict from the power sources, (iv)
conflict from technical problems, (v) conflict from administrative procedure, (vi) conflict from the
private issue and (vii) conflict from the expenditure.

e By cause of conflict, conflicts are classified as: (i) conflict from different goals, (ii) conflict from
resource disparity, (iii) conflict by other people’s obstruction, (iv) conflict due to stress and
psychological pressure from many people, (v) conflict due to ambiguity of jurisdiction and (vi)
conflict due to misleading communication.

e By role, conflicts are classified as (i) positive conflict and (ii) negative conflict.

e By function, conflicts are classified as (i) functional conflict and (ii) dysfunctional conflict.

Multi-round procurement with many bidders is the process of the project owner, and other bidders join
negotiation, persuasion to bring benefits to themselves [20,21]. Bidding is a process whereby an investor
chooses a contractor who meets his or her requirements. The buyer organizes the tender so that the seller
(the contractor) can compete for each other. Indeed, for large projects, time-stretching is usually divided
into smaller categories. The project owner (investor) will not find the contractor for the whole project at a
single time but will hold the bid for each item at different times. The purpose is to maximize the benefits
to the contractor while minimizing risks during project implementation. The contractor will select the
time of bidding and choose the significant level of the tender package. Since the raw material prices
fluctuate over time, the contractor must ensure that they have sufficient capacity to implement the
tender package. The investor will choose to distribute the parts of the package to the appropriate
contractor [22,23,25].

Conflict occurs when both builders and contractors participating in the bidding will try to get the most
significant benefit for themselves from the tender package. Specifically, for the contractors, the benefit that
they wish to receive from the tender package is to find a reliable investor with the most reasonable price to
reduce the cost of the project, minimize the cost of the project but it does not offend their partners. For the
investors, the critical goal is to be selected. To achieve that they should provide the most suitable conditions
and prices for the offered goods; their last benefit is the profit from the project after winning the bid. The
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problem is to solve the Multi-round procurement problem, ensure the benefits for both the contractor and the
investor, that is, help to resolve conflicts between the contractor and the project owner during the Multi-round
procurement engagement based on the available information of the project, the project owner and the
contractor. In most cases, any decision to gain profit results in the disagreements of the other. According
to Nash equilibrium [26], solving this problem brings the balance result for all contestants. The strategies
to reach this point is modeled as a group of tactics:

G = {8,S.,F,,F.} (1

in which, S. and F, are a complete plan of action and benefit function of a first player, project owner,
respectively; S, and F,are a complete plan of action and benefits function of a second player:
project bidder;

Fl' = B,‘ — Cl' attime t; (2)

where, F; is quantifying of player's net benefit; B; is quantifying of a player's net revenue; C; is the total of the
best possible price for round i (in a period of time ¢;) in multi-round procurement; At the beginning of 7, it is
necessary to use the discount rate to calculate the decrement of the cash Fyp = (B; — C;) / (1+ r)t‘ ~  where
r is discount rate; F; is the net benefit from 7, to #. Set tp = 0, we have: Fyy = (B; — C;) / (1+7)". When the
project is separated into many stages, the net benefit is calculated by:

N N N
B, —C; B; Ci
F= - = - — : 3
;(l—l—r)t’ ;(l—l—r)t’ ;(l—l—r)t’ @)
Since r < 1, the string Taylor of e* will give the approximately number:
F = — — R~ Y B =) Cie"=F —F 4)
= (1 +r)" = (1+ r)" i=0 i=0

where, F is the benefit function; F, is the cost function.

The utility function is calculated as:
_ N —r.t; N —r.t;
F= Z[:O Bi.e ™ — Zi:O Ci.e ®)

3.1 The Benefit of Project Owner

Assume that the estimated cost for the whole project is 4; the actual cost is B (usually B<A). The profit of
the project owner is: Fy = 4 — B; B is calculated as B = Y | package; = S~ | Z/Ail ()chj)l,e*”i where,
package; is the total cost for package i; x; is the number of material i at time j; P; is the cost of material i
at stage j after deducting the discount; N is the number of package; M is the number of stage.

The profit of the project owner according to first calculation is:
A'e_r‘tFinish

TN M i

> ic Zj:l (xjpj)ie T

The higher the value of F|y, the higher the benefit the project owner get.

Fy

—1 (6)

3.2 The Benefit of Bidder

For each material, based on the sale price, original price, and discount to customers, we have different
profit values. The benefit of each bidder follows the formula:
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Ziyprofit St D il
S¥ fund Y ij‘i | X Ce "

where, [; is the profit and Cj; is the base price for each unit of item / at the time j;

Fci == (7)

The profit of each contractor should be big enough to keep the same interest in the project. To balance the
benefit, the total subtraction of each providers' profit is taken into account:

p=h
C= Z(x:l,[ﬁ’:a+l |FC“ o Fcﬂ| (8)

in which, /% is the number of contractors. The balance is defined when C = 0, then all contractors will have
the same profit in return.

3.3 The Profit of All Bidders
The profit gained is calculated by the sum of all profits from the materials for the project.

F.= Zl;zl Fex (9)
where, p is the total number of bidders. The higher the value of F, the bigger the benefit the bidders get.

4 Parallel MMAS Algorithm with Nash Equilibrium Theory for Multi-Round Procurement
4.1 Nash Equilibrium Theory for Multi-Round Procurement

Game theory is “The study of mathematical models of conflict and cooperation between intelligent
rational decision-makers.” It has applications in a variety of fields of social science as well as in
computer science [27]. In this research, we present a decision-supporting approach based on game theory.
Multi-round procurement as a process relating to many participants requires a balance of harms and
benefits of the decision. Using game theory, real-world conflicts for such situations as pricing competition
and relationship negotiation can be laid out [28]. We study infinite games of perfect information played
by multiple players, all players of a game pick and join to create a blended procedure, which is a
combination of beliefs about probabilities over strategies and the choices of the other player. Technically,
a Nash equilibrium is a set of mutual strategies that is considered as most beneficial by all parties and no
player will defer from it. As mentioned in John Nash's theory, the systems or joined moves are no
mystery. The benefit value represents the quality of each player's profile of action in terms of players
cooperatively trying to reach an agreement [26].

Nash equilibrium is one of the most important tools to comprehend the contention between various
players. For example, in the Prisoner's dilemma, two detainees are scrutinized for the same crime.
Provided that player 4 defects to the police and confesses that player B committed the crime, 4 gets his
sentence removed and B gets full jail time. If both defect from each other, they get equally long prison
sentences, and if both parties cooperate and remain silent, they each get reduced jail time. On the off
chance that both parties blame each other, which implies a conundrum both will be placed in prison for a
long time. Nash equilibrium is a widely utilized model to comprehend the contention between numerous
players. For example, the two detainees’ question, if two detainees are scrutinized a similar interest that
on the off chance that he concedes the other individual has made the wrongdoing, he can have ten years
rebuff by detainment diminished or else both will be placed in prison for a long time. On the off chance
that every one of the two blames the other, that implies a conundrum, both will be placed in prison for a
long time. On the off chance that one denounces, the other stay silent, the tranquil individual will get
longer discipline. The conditions of the problem are shown in Tab. 2.
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Table 2: The problem circumstances

B Defect Cooperate
A

Defect 12 13
Cooperate 22 23

By far the best strategy for the prisoners is cooperating to get a short jail term for them both. By contrast,
receiving a long jail term is a bad strategy. As it has been pointed out, the problem draws a conflict for each
individual in which they do not want to cooperate. It is a choice between competition and cooperation. The
agreement to cooperate can guarantees that both wins. By contrast, in a non-cooperative situation, even a
more attractive strategy can lead to worse results.

4.2 Parallel MMAS Algorithm Proposed for Multi-Round Procurement

In our approach, we apply the decision-supporting suggested based on game theory. The game
comprises of numerous players and moves that players can pick just as the reward for each combination
of moves. This ensures that a solution with the probability of success from a variety of strategies will be
created [28]. The multi-stage procurement has a lot of cases and possibilities that can happen with extra
conditions given by bidders and investors in order to gain satisfying benefits. Hence, constraints are
considered as follows: The whole project is divided into many stages, the total time of each round equals
the project length, each round lasts at least 1 month. Bidders joined must provide sufficient materials and
participate until the end of the project. Moreover, they can join any stage they want within their capability.

The MMAS algorithm is a variant from Ant System (AS) algorithm [29-31]. Each ant k is encoded by a
real vector s¥ = {x,xs,...,xy} where x; is the is number of material i at time j and xis generated as
uniformly distributed random number within the interval [0,1] corresponding sets of N different types of
material. The ant population are fully random initialized.

The pheromone matrix Ayxy (N is number of packages; M is number of stage) is generated. Let
a; = (x;P;); is the cost of package i at the stage j. Each ant can choose the direction of movement based

« B

[e3]” [n3]
« B
Dient [i]” [ny]
the number of neighboring verticals can visit by the ant k from vertical x;; #; is the desirability of the
bidder x;, and it depends on optimization goal so it can be the fitness function. The impact of the
pheromone awareness of the probability value is presented byo, while f does the same for the

desirability. Both lower pheromone (z,;,) and upper pheromone (T,q) bounds (Tpi, < T < Tpax) are
initialized by Tqy, VTj5.

on probability defined by pf‘/ = . In which, t;; is the pheromone on the edge (x;,x;); N¥ is

7 — (1 — p)ty + Arg.e‘” (10)

Tmax 1f'L'ij > Tmax

T = Timax 1fTij € [Tmim TmaX] (11)
Tmin lf’Eij < Tmin

Parallel MMAS (PMMAS) evolves from the original MMAS [31-34], and it can be looked as a
parallelization implementation of MMAS basing on MPI [35-39]. The pheromone of paths update when
all ants complete a search of the graph, rather than any ant finishes one step of searching moving. The
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algorithm structure of MMAS has potential parallelism. We can be separated into many computing nodes to
enhance computational efficiency. Assigning all ants averagely to each computing node is more conducive
for parallel implementation and can reduce communication between processors thereby improve the
algorithm parallelism better. When we select parallel granularity, the coarse-grained parallel strategy is
more effective. We have complete information, including the pheromone matrix, distance matrix, iterative
optimal solution, upper limit time, lower limit time, and so on. These sub-ant colonies construct solutions
independently under the guidance of local information on their own processor, and different sub-ant
colonies from different nodes collaborate through information exchange.

According to the frequency of information exchange, PMMAS algorithm mainly has two kinds of
implementation modes on the master node and the slave node (see Fig. 1).

Slave node Master node Slave node

| Initialization |

L

I Caculate solution |

| Initialization |

|

| Caculate solution

T

A 4

l Sending solution |

! A 4
Find the : E
Bt ol o @ | Sending solution |
1
oo
)
Broadcasting v
Information of @ Receiving |
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Figure 1: Parallel MMAS algorithm proposed for multi-round procurement
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The parallel strategy is to distribute the ant colony to different CPU processes in a relatively average
way. Differences in ant numbers among CPU processes cannot be larger than 1. So, each CPU process is
allocated with a much smaller ant colony. Several techniques are introduced for the parallel
implementation to optimize the parallel process. The detail of our algorithms implemented below:

Algorithm 1: PMMAS implemented in the master node

BEGIN
INITIALIZATION: K = 100; Ny = 500; o= 1; B=10; p = 0.5; Tmin = 0.1; Tmax = 0.5;
GENERATION: Initialize pheromone trails T;; = Tyax, VTjj; i = 1; Ipes <= J; Gpesr <= J; Iteration = 1;
BROADCAST:
All weight parameters, the pheromone matrix, distance matrix to all nodes;
Repeat
Divide all ants randomly as small ant colonies to each node;
Collect all best solutions of each node;
Calculate to getting the best cost function of ants;
According to the information exchange strategy described above broadcast the number of the
slave node who gets the best cost function to other nodes;
Count the number of iterations, and broadcasting the flag (continue or end);,
Until (Iteration > Nyy,) or (Optimal solution found),

st &= Gbest;
Compute cost function f(s*) = |4F. — BFo| + S, ;
END
Algorithm 2: PMMAS implemented in the slave node
BEGIN
COMMUNICATION:

Accept all parameters and information matrixes which are broadcasted from the master node;
If (The flag is not an ending flag) then Go to next step; else Exit;
Repeat
For each ant £ = 1...Local ant colonies do;
Construct solution s¥;
If ([best = @) then /., < Sk;
If (f(Ibest) <f(sk)) then
Inest <= s*; Update pheromone trails /4.5, by Eq. (10) and Eq. (11);
endfor
If (Gbest = @) then Gbest <= Ipest;
If (f(Gbest) <f(1best)) then
Gbest <= Ipests
Update pheromone trails Gy by Eq. (10) and Eq. (11);
endif
Until (lteration > Nyygy) or (Local optimal solution found),
Calculate to getting the local optimal solution according to f(s*) = |4F. — BF,| + S%C;
Send the best solution to the master node; '
Receives the all information broadcasted and updates local information;
END




1004 CMC, 2021, vol.66, no.1

5 Experimental Evaluation and Results Analysis
5.1 Datasets and Testing Environment

A decision support system based on PMMAS is developed to define the Nash equilibrium point of the
multi-round procurement issue. The system was written in Java and MySQL. In a real-world project, since
most of the procurement data is kept secret, a large-scale data set for an evolutionary algorithm such as
PMMAS is a big obstacle in the experiment. We found 4 sample data sets for multi-round procurement in
big Vietnamese government-funded projects. The experimental result can prove that a Game-theoretic
model and PMMAS are suitable in solving a critical and real-world problem in this research.

Dataset structure: Data is organized in a .json file (see the supplementary material files). Dataset 1 (The
project “IT application investment project in party agencies of Nghe An province”) starts from 2015-2020.
Project funded with development investment from the provincial budget, the investment limit is
39.8 billion. The equipment category has 46 items (H,,—H,s) with 6 bidders. Dataset 2 (The project “IT
application investment project in party agencies of Haiphong city”) start from 2018-2020. Project funded
with development investment from the provincial budget, the investment limit is 168 billion. The equipment
category has 100 items (Hy; — H;g9) with 15 bidders. Dataset 3 (The project “IT application investment
project in party agencies of Hanoi city”’) has a total estimated cost of 27,654,400 VND. During the project
duration from 1/1/2019 to 21/6/2019, it divided into 6 main packages auctioned in different stages. There
are 43 products assessed in the unit. Five contractors joined the project: the information contains their
company name, their qualities, their relationship with the investor, the discount rate and its time-line, the
price contractors bought the products, and the price they sell them. Dataset 4 (The project “IT application
investment project in agencies of Haiphong city (2019-2020)”) is a large-scale project which needs a large
number of bidders, resources, items, proposals, and budget. Project has 4787 items in procurement,
45 bidders joining in the auction of 1248 rounds, and each round includes several items in the auction. In
total, the problem contains 2584 proposals for 8715 items in packages.

Testing Environment: Our experiments are conducted on a computer configured with CPU Intel Core 15
6200U (Skylake), 2.7GHz, 8GB RAM. The programming language is Java 11, json-simple-1.1.1.jar

5.2 Case Study 1

In the first experiment, we installed and compared the performance of eleven algorithms, such as
GDE3 [11], eMOEA [15], SPEA2 [14], NSGA-II [14], NSGA-II [13], ACO [9], PSO [16], PACO [18],
PPSO [19], MMAS [25] and our PMMAS algorithm on dataset 1 and 2. We compared two criteria: the
payoff value of the solution and the runtime. The payoff of the solution is calculated by summing the
goodness at each corresponding weighting goal. Thus, the payoff value is within [0,1], and the closer to
0 the better the solution. After testing the program 100 times, there are 1000 randomly initialized
individuals within the population, the maximum number of individuals created for each runtime is 10000.
The comparison of the payoff parameter and the runtime on the dataset 1 and 2 are shown in Figs. 2 and 3.

We compare the performance of our algorithm and other algorithms of in the best, worst, and average.
The figures show the differences in convergence, leading to the stability of algorithms. The PMMAS
proposed algorithm shows that meeting both criteria is a convergence in fitness function and fast
execution time. We also executed the PMMAS algorithm 100 times with 500 ants are random
initialization, the maximum number of individuals is created for each runtime is 10000. We evaluate the
stability of the algorithm based on parameters, such as the minimum (Min), maximum (Max), mean,
variance and standard deviation (S?d) of fitness, time cost in Tab. 3.
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Figure 2: The comparison of payoff and runtime (second) in the best, average, and worst in dataset 1

13.04
) 12.5 == v:]NSGA-HI ]
0.275 é;‘?ﬁ:‘zf 12.04 %ggén
GDE:
FesRe 11.5 e FESAZ
= :_ggsm El:gg@ml
0.270 ‘ Dpso 5 1.0 %;igo
| Eie | £ t0s] =
© \ s 2 100 Jhans
[IpMmas @ [pmmas
3 0265+ 5 954
g )
5 E 9.0
& 0.260 E > 854
a E 8.0+
E 759 —_ ==
0.255 —— © 70
| L: —] 6.5
0.250 e —— = =
. 559 == P e R
T T T T T T T T T T T 5.0 T T T T T T T T T T T
NSGA-llle-MOEA GDE3 PESA2e-NSGAIl ACO PSO PACO PPSO MMAS PMMAS NSGA-llle-MOEA GDE3 PESA2e-NSGAIl ACO PSO PACO PPSO MMAS PMMAS

Figure 3: The comparison of payoff and runtime (second) in the best, average, and worst in dataset 1

Table 3: Analysis and statistical evaluation of payoff and runtime of PMMAS algorithm in dataset 1 and 2

Dataset Payoff value Runtime (second)
Min Max Mean  Variance  Std Min Max Mean  Variance  Std
0.2701 0.2741 0.2725 1.927E-06 0.0013881 3.0112 3.4521 3.3681 0.0018395 0.0428893
2 0.2523 0.2556 0.2535 6.538E-06 0.0025569 5.1153 5.4315 5.2059 0.0011683 0.0341804

5.3 Case Study 2

The comparison of fitness and runtime of PMMA algorithm’s on dataset 3 is showed in Tab. 4. Our
proposed algorithm shows the stability and convergence of values estimated cost and payment in different
experiments. Through experiments shows that the values of estimated cost (27,654,400), investor
payment (13,181,444), and benefit of project owner (14,472,956) are not changed. However, the
distribution of the bidder values will fluctuate, resulting in a fluctuation in the fitness function (see Tab. 5).

5.4 Case Study 3

To evaluate the performance and convergence of our algorithm on both the fitness and time functions,
we execute and compare the performance between different meta-heuristic algorithms on a large-scale
project in dataset 4 which has a large number of bidders, resources, items, proposals, and budget. The
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experiment results show that our algorithm has the best in performance and quality of Nash equilibrium point
when the fitness values are lowest. Tab. 6 and Fig. 4 show the differences in convergence, the stability of
algorithms. The PMMAS proposed algorithm has the best both runtime and fitness.

Table 4: The comparison of fitness and runtime (minutes) of PMMAS on the dataset 3

Ord Investor (thousand VND) Bidder (thousand VND)

Time Fitness Estimated cost Payment Benefit 0 1 2 3 4
1 6:05 33476600 27654400 13181444 14472956 2211446 143314 79090 0 157556
2 6:08 29213000 27654400 13181444 14472956 1458516 143314 183402 0 224774
3 5:55 32380516 27654400 13181444 14472956 2211446 283406 39994 0 157556
4 5:51 29300604 27654400 13181444 14472956 1542919 138075 183402 0 157556
5 5:51 28376784 27654400 13181444 14472956 1204395 283406 18340 0 224774
6  6:13 31539874 27654400 13181444 14472956 940112 657193 39994 0 690008
7  6:08 27531258 27654400 13181444 14472956 940112 423862 183402 0 233302
8  6:10 29300604 27654400 13181444 14472956 1542919 138075 183402 0 157556
9  6:28 31750880 27654400 13181444 14472956 1960984 240098 79090 0 224774
10 6:16 28376784 27654400 13181444 14472956 1204395 283406 183402 0 224774

Table 5: Analysis and statistical evaluation of time, fitness, bidders’ value of PMMAS algorithm in dataset 3

Min Max Mean Std
Time 5.51 6.28 5.945 0.29789
Fitness optimal 27531258 33476600 30124690.4 1999915.156
Bidder 0 940112 2211446 1521724.4 474601.161
Bidder 4 138075 657193 273414.9 163915.868
Bidder 2 18340 183402 117351.8 71889.476
Bidder 4 157556 690008 245263 159996.683

Table 6: Analysis and statistical evaluation of fitness optimal and time of algorithm PMMAS in dataset 4

Min Max Mean Std
Payoff 934,703 983,146 957,231 978.3818
Time cost (second) 451 487 469 21.6564

5.5 Case Study 4

To evaluate the performance on the PMMAS algorithm proposed, we expand the variety concerning
computing nodes, the running time over PMMAS reduces significantly with dataset 4. It is obvious that
PMMAS algorithm obtains nice parallel performance for small-scale examples.
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The speedup ratio and parallel efficiency results are computed as flows:

(1)

T
Speedup ratio = L; Parallel efficiency = ————
N x T(N)

T(N) (12)

According to the experiment data in Fig. 5 shows that while the number of compute nodes is becoming
larger, the parallel rate will become larger, but speed acceleration is becoming smaller. Because when the
number of nodes increases, more slave nodes are taking part in the computation, so it takes less computer
time and accelerates development. However, communication between nodes becomes more and more
time-consuming, so the acceleration rate decreases.
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Figure 5: The computation time, speedup ratio and parallel efficiency of PMMAS algorithm in dataset 4

5.6 Discussions

From the experiment results, we have some comments and evaluations as follows: The NSGA-III
algorithm gives the worst results because it is very easy to focus on local solutions with the fast runtime.
Both ¢-MOEA and ¢-NSGA-II algorithms are the poor performing algorithms, which e-MOEA being the
worst due to e-dominate calculations taking much more time than conventional dominates. The e-NSGA-
II algorithm has good results, so using ¢-dominate instead of dominant is often costly in terms of time,
but it has significant efficiency. Both e-MOEA and PESA2 have in common that dividing the target space
into hyperboxes, the algorithm efficiency depends on the width of the target space. This results in the
differences in the order compared to the other algorithms on two datasets. The GDE3 have in common
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that the selection is not through mating but based on the individual transformation (mutation, or change in
rules). Thus, the resulting order has similarities to e-NSGA-II. The ACO, PSO, PACO, and PPSO algorithms
can found the best solutions. However, the average and worst solutions are not good. From overall
observation, the author comes to some conclusion for case study 3. The result after each run is a
convergence to a similar solution. Contractors are likely to have similar interests. The choosing decision
is based on many other criteria such as the price, the relationship, and the quality of each bidder.
However, more trustworthy contractors are more likely to be chosen. Especially as bidder 3 does not
have any relationship with the investor. The program took some time and depends on the number of the
swarm population and the max running fold. The PMMAS proposed algorithm shows that meeting both
criteria is a convergence in fitness function and fast execution time. Our algorithm can give the best
performance in terms of payoff and time taken with limited iterations in case study 3 and 4. For some
small size datasets such as dataset 1, 2, and 3: Both qualities of solution (fitness value) and time was
taken are slightly different, but for the large-scale dataset 4, there are enormous differences between our
approach and another algorithm. The PMMAS is parallelized and optimized with improved judging
strategies for the iteration number and time reduction and parallel strategies to reduce communication
costs using calculations instead of communications.

6 Conclusion and Future Work

In this paper, the parallel MMAS (PMMAS) algorithm is implemented with the Nash Equilibrium theory
to solve the problem of decision-making in the many stages of the auction. The approach helped proved the
potential of the methodology in practical application in multi-stage procurement. The PMMAS algorithm is
implemented in MPI to find the approximate optimal solution for the question of how to choose bidders and
ensure a path for a win-win relationship of all participants in the procurement process. The numerical studies
are compared to GDE3 [11], -MOEA [15], SPEA2 [14], NSGA-II [14], NSGA-III [13], ACO [9], PSO [16],
PACO [18], PPSO [19], MMAS [25] to evaluate the effects of payoff and time. We also evaluate the speedup
ratio and parallel efficiency between MMAS and PMMAS algorithms. Therefore, our approach is currently
among the best-performing algorithms for this problem. The parallel performance is tested and studied by
numerical examples with different scales. As the experiment results, the high feasibility and effectiveness
of the PMMAS algorithm are verified.
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