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In recent years, big data has been one of the hottest development directions in the information field. With the development of artificial intelligence technology, mobile 
smart terminals and high-bandwidth wireless Internet, various types of data are increasing exponentially. Huge amounts of data contain a lot of potential value, therefore 
how to effectively store and process data efficiently becomes very important. Hadoop Distributed File System (HDFS) has emerged as a typical representative of data-
intensive distributed big data file systems, and it has features such as high fault tolerance, high throughput, and can be deployed on low-cost hardwares. HDFS nodes 
communicate with each other to make the big data systems work properly, using the Remote Procedure Call (RPC) mechanism. However, the RPC in HDFS is still not 
good enough to work better in terms of network throughput and abnormal response. This paper presents an optimization method to improve the performance of HDFS. 
The proposed method dynamically adjusts the RPC configurations between NameNode and DataNodes by sensing the data characters that stored in DataNodes. This 
method can effectively reduce the NameNode processing pressure, and improve the network throughput generated by the information transmission between NameNode 
and DataNodes. It can also reduce the abnormal response time of the whole system. Finally, the extensive experiments show the effectiveness and efficiency of our 
proposed method.  
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1.       INTRODUCTION 

With the continuous development of the big data era, the data 
available to access in recent years has been increasing 
exponentially [1-3]. Due to the huge data scale, data processing 
cannot be realized on a single computer, therefore the distributed 
data processing system architecture has been adopted [4-5]. 
Figure 1 shows the current typical big data processing 
architecture. In the figure, the research on distributed file storage 
systems in the whole big data framework is becoming more and 
more important, due to the increasing demand for massive data  
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sets storage with different data types [6-8]. Distributed file 
systems can effectively solve the problem of large-scale data 
storage and management [9]. Google File System (GFS) is an 
extensible distributed file system for large, distributed, data-
intensive applications [10]. Hadoop Distribute File System 
(HDFS) [11], which is widely used at present. HDFS is a part of 
Apache Hadoop core project, and its design ideas refer to the 
GFS system [12]. As an underlying distributed file system 
framework widely used in recent big data services, HDFS can 
help to improve the quality of service, the system performance 
and reliability of data intensive applications [13]. It has received 
more and more attention from academia and industry. 
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Figure 1 Big data processing architecture. 

 

The HDFS uses the Master/Slave system model. An HDFS 
cluster is usually composed of one NameNode and multiple 
DataNodes [14]. NameNode is mainly used to manage and 
maintain the namespace in the distributed file system, and is 
responsible for the mapping information and access operations 
between data files and DataNodes. The information on the 
NameNode is stored in the hard disk in the form of namespace 
mirror file and editing logs [15]. Figure 2 shows the system 
architecture of HDFS. At present, the remote communication 
and mutual calls between different nodes in the distributed 
system are based on Remote Procedure Call (RPC) [16]. RPC is a 
remote communication service in a distributed system. In a 
distributed file system, the heartbeat mechanism in the 
underlying RPC framework is very important for the 
information interaction between the entire system nodes, and 
our mainly focus is on the RPC heartbeat mechanism in this 
paper. In HDFS systems, the nodes call the RPC function 
periodically [17]. DataNodes regularly report node status and 
task running information to NameNode through fixed RPC 
heartbeat interval, and NameNode performs the whole system 
resource scheduling by obtaining resource usage and task 
running status information of each DataNode [18]. 

Currently, with the continuous expansion of the distributed 
system scale, the dependence of components in the system is also 
becoming more and more complicated, which makes the 
probability of system failures increasing. Therefore, fault-tolerant 
processing becomes a key issue in distributed systems [19-22]. 
Among the fault detection methods, RPC heartbeat detection 
algorithm is one of the most commonly used methods. In 
distributed systems, the main communication mechanism to 
transmit information between nodes is the RPC heartbeat 
mechanism. The heartbeat detection mechanism is usually used 
to probe the node failure, which is also one of the necessary ways  

 

to ensure the reliability and stability of the distributed systems 
[23]. Some related work is devoted to this area to improve the 
heartbeat mechanism. For instance, the paper [24] proposed two 
heartbeat mechanisms: adaptive interval and reputation-based 
detector. An adaptive interval can dynamically set the expiration 
time that is compatible with the job size. A reputation-based 
detector is used to evaluate the reputation of each worker. Once a 
worker’s reputation is below the threshold, the worker will be 
considered a failed worker. Another work [25] proposed an 
energy saving scheme by converting heartbeat energy waste into 
useful data transmission, so as to realize energy saving and data 
fault tolerance in various application scenarios. In recent years, 
some other related researches have also been paid attention in 
other scenarios [26-34]. 

This paper proposes an adaptive RPC heartbeat interval 
method, which configures the heartbeat interval of the node in 
the running cycle according to the amount of data stored in the 
DataNodes, and realizes the dynamic adjustment of the node 
heartbeat sending mechanism. In our work, the network 
throughput generated by the information interaction between 
NameNode and DataNodes through the heartbeat mechanism 
can be reduced, and the abnormal response time of the whole 
system can be improved, so as to effectively improve the 
comprehensive performance of distributed systems. 

In the following sections of this paper, section 2 describes how 
the distributed file system nodes interact with information. 
Section 3 introduces the proposed HDFS adaptive RPC heartbeat 
theoretical model; Section 4 introduces the design of adaptive 
HDFS heartbeat algorithm proposed in our work. Section 5 
shows the experimental results and their qualitative and 
quantitative performance analysis. The last part summarizes our 
work in this paper. 
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Figure 2 HDFS system architecture. 

2.       RELATED WORK 

In this section, we review the related work. Distributed systems 
have many different general physical and logical computer 
resources. Since it is a software system built on the network, the 
computing nodes are distributed in various places, and they 
exchange the information through the computer network [35-36]. 
First, we introduce the related work about communication mode 
between NameNode and DataNode in an HDFS system. Then, 
we present some other finished work about the HDFS heartbeat 
triggering mechanism. 

2.1    Communication Mode between NameNode 
and DataNode 

In distributed file systems, the Master-Slave nodes usually 
interact with each other through the RPC heartbeat mechanism. 
The slave nodes (i.e., DataNodes) report the storage capacity and 
other state information to the master node (i.e., NameNode) 
through heartbeat packet transmission. The master node will 
aggregate all DataNode information. When the client sends file 
operation request to the system, NameNode will then send user 
request instruction to the slave nodes for corresponding file 
operations [37].  In general,  there are two common  

 

heartbeat transmission modes in distributed systems: Pull  

and Push. The comparison of the heartbeat transmission modes 
is shown in Table 1. 

Push mode: The master node actively sends heartbeat 
information to the slave nodes at a certain time interval. If the 
information contains a user operation request, the slave nodes 
start to execute the user instruction at the same time and respond 
to the master node with heartbeat information. If the master 
node does not receive the reply message from a slave node in 
more than a certain duration, it is judged that the node fails [38]. 

Pull mode: The slave nodes actively send heartbeat 
information to the master node at a certain time interval [39]. 
The information contains the status information of the slave 
nodes (such as the location information of the storage node, the 
current available disk space, etc.). After receiving the heartbeat 
information of the slave nodes, the master node updates the 
current system state [40]. If the master node does not receive the 
reply message from the slave nodes in more than a certain 
duration, it is judged that the node may fail. The HDFS system 
uses the Push model to complete the communications between 
different connected nodes. 

 

Table 1 The comparison of the heartbeat transmission modes. 

Heartbeat mechanism Push Pull 

State preservation Centralized; Focus on the master node Distributed; Focus on the slave node 

Real-time Update in time Depends on the heartbeat interval 

Advantage High timeliness; Low user requirements 
System handling simplicity; 

Small amount of information transmission 
on a single node 

Disadvantage 
Low system fault tolerance; 

High storage pressure on a master node 
Increased network load 
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2.2      Node Heartbeat Triggering Mechanism 

The heartbeat mechanism can effectively complete the 
information interaction between master and slave nodes in 
distributed system. Generally, there are two driving modes to 
activate this mechanism: one is to send heartbeat information 
periodically, and the other is to send event-driven heartbeat 
information. 

1) Periodic heartbeat mechanism: Our work is using this 
mechanism, and it is used to send heartbeat information 
periodically between master and slave nodes. The 
communication between master and slave nodes can only be 
carried out at fixed intervals, which is convenient for system 
management and maintenance [41]. In HDFS, the system usually 
implements the heartbeat transmission every 3 seconds. 

2) Event-driven heartbeat mechanism: This method no 
longer adopts the periodic heartbeat mechanism. Instead, it 
determines whether a node sends a heartbeat based on whether an 
event occurs [42]. The events that can be used as drivers include: 
user task request, task starts, task waits, task completes, etc. 

3.        ADAPTIVE HEARTBEAT MODEL 
Different distributed systems set the node information 
communication method according to their own requirements. 
For most distributed systems, the periodic heartbeat 
transmission mechanism is adopted to control the node 
interactions. In this section, we present the adaptive heartbeat 
model used in our proposed optimization method. 

 

When there are too many nodes in the system, sending 
heartbeats periodically may cause the master node to process too 
much information [43]. Since the information interaction 
between the system nodes using event-driven heartbeat 
mechanism requires the triggering of corresponding events, 
when the node fails, the fault node can not timely report the 
node situation to the system manager, which reduces the system 
performance. To this end, this paper proposes an adaptive 
heartbeat mechanism suitable for node information exchange in 
HDFS systems. 

3.1    HDFS Heartbeat Model Based on Data 
Awareness 

HDFS is designed to support the processing of large batch file 
data. HDFS divides user-uploaded files into multiple blocks of 
the same size as storage units. Due to the different upload 
locations of user data, the number of data blocks stored on 
different nodes in the system may be unevenly distributed over 
time [44]. Data imbalance may cause problems such as untimely 
information interaction between master and slave nodes. To this 
end, this paper proposes a HDFS heartbeat model based on data 
awareness. NameNode and DataNodes follow the mechanism to 
communicate. At first, the user client sends a request to the 
master node, and the master node replies with a list of slave 
nodes to the client. Then, the client begins to send data to the 
slave nodes. When a slave node executes a big data task, it reports 
the task execution status to the master node according to the 
dynamically adjusted heartbeat time interval. Figure 3 shows the 
processing flow of the proposed adaptive heartbeat interval 
setting method. 

Client NameNode DataNode

Request
Check

Splitting
Request Datanode list

Reply

Write data
Duplicate

Return results

Close

Heartbeat
Reply

Cycle

Adaptive heartbeat 
interval

Figure 3 Big data processing architecture. 

 

Assuming that the number of data blocks stored by node 𝑖𝑖 in 
𝑘𝑘  cycles is relatively small, it is considered that the visiting 
popularity of this node may be low. Then the probability that the 
user will visit the node will also be reduced, and also the 
probability of the node's state change will also be decreased. At this 

time, the heartbeat sending interval of this node can be 
appropriately increased, which can reduce the network throughput 
of heartbeat transmission between master and slave nodes. On the 
contrary, the heartbeat sending interval can be appropriately 
reduced in the distributed systems, so that the node update 
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information of the master node can be obtained more quickly, and 
the real-time performance of data update information in the 
cluster can be further enhanced. 

Here we present the mathematical adaptive heartbeat model, 
and the definition of relevant symbols is shown in Table 2. In this 
paper, a running cycle means a specific and fixed running time 
duration of the HDFS system. Node 𝑖𝑖 counts the number of data 
blocks in a 𝑗𝑗𝑗𝑗ℎ running cycle, 𝐷𝐷𝑖𝑖𝑖𝑖(𝑖𝑖 = 1,2,⋯ ,𝑁𝑁; 𝑗𝑗 = 1,2,⋯ , 𝑘𝑘). 
We assume that 𝐷𝐷𝑖𝑖𝑖𝑖  will affect the heartbeat sending time interval 
𝑗𝑗𝑖𝑖𝑖𝑖  of node 𝑖𝑖 in the current cycle. The greater the value of 𝐷𝐷𝑖𝑖𝑖𝑖 , the 
shorter the heartbeat sending interval 𝑗𝑗𝑖𝑖𝑖𝑖  in 𝑗𝑗𝑗𝑗ℎ cycle, and the 
faster the heartbeat sending frequency. Conversely, the smaller the 
𝐷𝐷𝑖𝑖𝑖𝑖 , the longer the heartbeat sending interval 𝑗𝑗𝑖𝑖𝑖𝑖  in 𝑗𝑗𝑗𝑗ℎ cycle, and 
the slower the heartbeat sending frequency. In our model, 𝑀𝑀 refers 
to the expected mean number of data blocks stored by all nodes in 
the cluster derived from the historical records, and it has the 
following form: 

𝑀𝑀 = 𝐸𝐸(𝐷𝐷𝑖𝑖𝑖𝑖) = 1
𝑁𝑁
∑ 𝐷𝐷𝑖𝑖𝑖𝑖𝑁𝑁
𝑖𝑖=1                                              (1) 

DataNode uses 𝐷𝐷𝑖𝑖𝑖𝑖  in 𝑗𝑗𝑗𝑗ℎ cycle to calculate the heartbeat 
sending interval 𝑗𝑗𝑖𝑖𝑖𝑖  of the node. Using formula (1), the 
calculation method of the heartbeat interval for node 𝑖𝑖 is: 

𝑗𝑗𝑖𝑖𝑖𝑖 = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟{𝑗𝑗′ ⋅ 𝜔𝜔⋅𝑀𝑀
𝐷𝐷𝑖𝑖𝑖𝑖

}                                                  (2) 

In the model, 𝑗𝑗′ refers to the initial system RPC heartbeat 
configuration. The heartbeat factor 𝜔𝜔 is used to control the 
influence of the mean value 𝑀𝑀 on the heartbeat interval to avoid 
excessive changes in the heartbeat interval and increase the 
burden on the system. 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟{} is a function for rounding, which 
can be used to simplify system RPC configuration. 

3.2       Adaptive Heartbeat Interval Setting 

The mathematical model dynamically adjusts the heartbeat 
sending interval of each DataNode by sensing the stored data. 
Assume that the length of the heartbeat information sent 
between nodes is the same without considering other influencing 
factors in the interior HDFS network, in 𝑗𝑗𝑗𝑗ℎ cycle, the system 
network load 𝑄𝑄𝑖𝑖𝑖𝑖  generated by all the nodes is: 

𝑄𝑄𝑖𝑖𝑖𝑖 = ∑ 𝑇𝑇
𝑡𝑡𝑖𝑖𝑖𝑖
∙ 𝐿𝐿𝑁𝑁

𝑖𝑖=1 = ∑ 𝑇𝑇

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟{𝑡𝑡′∙𝜔𝜔∙𝑀𝑀𝐷𝐷𝑖𝑖𝑖𝑖
} 

𝑁𝑁
𝑖𝑖=1 ∙ 𝐿𝐿  (𝑖𝑖 = 1,2,⋅⋅⋅,𝑁𝑁; 𝑗𝑗 =

1,2,⋅⋅⋅, 𝑘𝑘)                                                                                            (3) 

where 𝑇𝑇 is the interval time of one running cycle, and ∑ 𝑇𝑇
𝑡𝑡𝑖𝑖𝑖𝑖

𝑁𝑁
𝑖𝑖=1  is 

the total number of heartbeat packets sent by the DataNodes in 
the system. 

For distributed systems, the fault tolerance of the system is 
also crucial. The time interval between two continuous 
heartbeats determines the system response time for node fault. If 
the NameNode receives no heartbeats from one DataNode 
within a heartbeat interval, the DataNode is considered to be in 
an abnormal state. Normally, the abnormal response time of a 
distributed system equals the heartbeat interval. Assuming that 
the number of data blocks in the node 𝑖𝑖 is large, it has a high 
probability that it will affect the completion of the task in the 
node when an abnormal state occurs. Conversely, if the number 
of data blocks is small, the task affects probability when an 
abnormal state occurs will also decrease. For this reason, in 𝑗𝑗𝑗𝑗ℎ 
cycle, the total abnormal response time of the system is: 

𝑇𝑇𝐴𝐴𝐴𝐴𝑇𝑇 = ∑ 𝜂𝜂𝑖𝑖𝑖𝑖 ⋅ 𝑗𝑗𝑖𝑖𝑖𝑖𝑁𝑁
𝑖𝑖=1 = ∑ 𝐷𝐷𝑖𝑖𝑖𝑖

∑ 𝐷𝐷𝑖𝑖𝑖𝑖𝑁𝑁
𝑖𝑖=1

∙𝑁𝑁
𝑖𝑖=1 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 �𝑗𝑗′ ⋅

𝜔𝜔⋅𝑀𝑀
𝐷𝐷𝑖𝑖𝑖𝑖
�   (𝑖𝑖 = 1,2,⋅⋅⋅,𝑁𝑁; 𝑗𝑗 = 1,2,⋅⋅⋅, 𝑘𝑘)                                                 (4) 

In order to obtain better overall system performance, the 
network load 𝑄𝑄 of the system and the abnormal response time 
𝑇𝑇𝐴𝐴𝐴𝐴𝑇𝑇  are needed to be optimized. To sum up, we define the 
system optimization function with the adaptive heartbeat 
interval as: 

𝑊𝑊 = 𝑄𝑄
𝑄𝑄′

 + 𝑇𝑇𝐴𝐴𝐴𝐴𝐴𝐴
𝑇𝑇𝐴𝐴𝐴𝐴𝐴𝐴
′ =

∑ 𝐴𝐴
𝑡𝑡𝑖𝑖𝑖𝑖
∙𝐿𝐿𝑁𝑁

𝑖𝑖=1

∑ 𝐴𝐴
𝑡𝑡′
∙𝐿𝐿𝑁𝑁

𝑖𝑖=1
+

∑
𝐷𝐷𝑖𝑖𝑖𝑖

∑ 𝐷𝐷𝑖𝑖𝑖𝑖
𝑁𝑁
𝑖𝑖=1

∙𝑡𝑡𝑖𝑖𝑖𝑖
𝑁𝑁
𝑖𝑖=1

∑
𝐷𝐷𝑖𝑖𝑖𝑖

∑ 𝐷𝐷𝑖𝑖𝑖𝑖
𝑁𝑁
𝑖𝑖=1

∙𝑡𝑡′𝑁𝑁
𝑖𝑖=1

                 (5) 

In above mathematical model, 𝑄𝑄′and 𝑇𝑇𝐴𝐴𝐴𝐴𝑇𝑇′  respectively refer 
to the network load and total system abnormal response time in 
a typical HDFS system using the default fixed heartbeat interval 
𝑗𝑗′ in each running cycle. Our goal of this article is to get a smaller 
𝑊𝑊. When 𝑄𝑄

𝑄𝑄′
 and 𝑇𝑇𝐴𝐴𝐴𝐴𝐴𝐴

𝑇𝑇𝐴𝐴𝐴𝐴𝐴𝐴
′  are both less than 1, it is considered that 

our proposed method outperform the compared system method 
with the default settings. 

 

 

 

Table 2 The definition of relevant symbols. 

Symbol Description 

𝑁𝑁 The number of nodes in the system 

𝐷𝐷𝑖𝑖𝑖𝑖  The number of data blocks stored by node 𝑖𝑖 in 𝑗𝑗𝑗𝑗ℎ cycle 

𝑀𝑀 
The expected mean number of data blocks stored by 

all nodes in the cluster derived from the historical records 
𝜔𝜔 Heartbeat factor 

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟{} Rounding function 
𝑗𝑗𝑖𝑖𝑖𝑖  The adaptive heartbeat interval time 
𝑄𝑄𝑖𝑖𝑖𝑖  The network load of node 𝑖𝑖 in 𝑗𝑗𝑗𝑗ℎ cycle 
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𝑄𝑄′ The default network load  
𝑇𝑇𝐴𝐴𝐴𝐴𝑇𝑇  The abnormal response time  
𝑇𝑇𝐴𝐴𝐴𝐴𝑇𝑇′  The default abnormal response time  
𝑊𝑊 System evaluation function 

4.        EXPERIMENTAL ANALYSIS 

In this section, we verify the remote procedure call optimization 
method in big data systems based on data awareness through 
extensive experiments. The proposed method can adjust the 
heartbeat transmission interval between NameNode and DataNodes 
in a HDFS system in our designed experiments, and it can reduce 
the network throughput generated by the system information 
communication and the node abnormal response time. 

To validate the node effect on the heartbeat sending interval, 
we first conducted experiments with 10 experimental sets. Each 
experimental set records the 𝐷𝐷𝑖𝑖𝑖𝑖  value of every node in one 
running cycle. We set up 10 running cycles, each cycle 𝑇𝑇 has 30 
minutes. In each running cycle, we upload 1000 data blocks the 
HDFS cluster, and each data block size is 128M. These 1000 data  

 

 

blocks are randomly distributed and stored in 10 DataNodes in 
the cluster. In order to study the possibility of different data 
allocation, we simulate the cluster with different allocation 
conditions in 3 cases. For Case 1, 1000 data blocks are mainly 
distributed in 10%-20% nodes in the cluster. For Case 2 and Case 3, 
the distribution probabilities are 20%-30% and 30%-40% 
respectively. The data block distributions in our experiments are 
shown in Figure 4. 

According to the node storage situation of data blocks in the 
cluster in each running cycle, the proposed method dynamically 
adjusts heartbeat interval time of different nodes. In the 
experiments, the average number 𝑀𝑀 of data blocks in the cluster 
is 100, and the value of heartbeat factor is 1.2. In order to avoid 
excessively long heartbeat intervals between nodes when using 
the proposed adaptive heartbeat method, in our design the 
maximum heartbeat interval is 10s. 

 
                            (a)  10%-20%                                                       (b)  20%-30%                                                    (c)  30%-40% 

Figure 4 Data block distribution in different cycles. 

 
                               (a)  10%-20%                                                     (b) 20%-30%                                                  (c)  30%-40% 

     Figure 5 Distribution of heartbeat sending interval in different cycles. 
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It can be seen from Figure 5 that for Case 1 in 10 running 
cycles, the node number with heartbeat interval from 5s to 10s 
ranges from 7 to 8. The node number with heartbeat interval 
from 3s to 5s ranges from 0 to 1, and the node number with 
heartbeat interval less than 3s ranges from 1 to 2. The uploaded 
data blocks in Case 1 are mainly distributed in 10%-20% nodes. 
It can be seen from Figure 5, the node number with reduced 
heartbeat interval after the adjustment of Case 1 is also within 
20%. Similarly, the node number with reduced heartbeat interval 
in Case 2 is within 30%, and the node number with reduced 
heartbeat interval in Case 3 is also within 40%. 

In addition, in order to study the influence of block number 
stored by nodes in clusters with different heartbeat sending 
intervals. We also simulated three different clusters in three cases. 

For Case 4, 10 nodes are distributed in the cluster. For Case 5 
and Case 6, the node numbers are 20 and 30 respectively. The 
experimental configuration is the same as Case 2, which has ten 
30-minute running cycles. In each running cycle, 2, 000 blocks 
are uploaded to the different clusters in the three cases. 2, 000 
data blocks are mainly distributed in 20%-30% nodes in the 
cluster. The mean M of each cluster is calculated by the historical 
number records, and the heart factor was 1.2. The designed 
experiments are used to observe the effect of node storage in 
different clusters on the heartbeat interval transmission. The 
distribution of data blocks in the cluster is shown in Figure 6, 
and the distribution of heartbeat transmission interval is shown 
in Figure 7. 

 
                             (a)  10 nodes                                                       (b)  20 nodes                                                     (c)  30 nodes 

Figure 6 Data block distribution in different cycles. 

 
                   (a)  10 nodes                                   (b)  20 nodes                                    (c)  30 nodes 

Figure 7 Distribution of heartbeat sending interval in different cycles. 
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As can be seen from Figure 6 and Figure 7, although the cluster 
scale is different in the three cases, the data block distributions 
have a relatively consistent effect on the heartbeat sending 
interval. For nodes with more data blocks, the heartbeat sending 
interval time decreases. On the contrary, nodes with less data 
block distribution increase the time between two RPC heartbeats. 

The default heartbeat interval of HDFS distributed systems 
is 3s. If the DataNode sends a heartbeat packet to  

the NameNode at 3s interval, the network throughput generated 
by a node in a running cycle is T

𝑡𝑡
∙ 𝐿𝐿 = 600 heartbeat packets. The 

system overall network throughput generated in each running 
cycle is 600*10 = 6000 heartbeat packets, and in 10 running 
cycles 600*10*10 = 60000 heartbeat packets will be generated in 
the system. 

As shown in Figure 6, by dynamically adjusting the 
heartbeat sending interval of different nodes, the network 
throughput generated by Cases 1, 2, 3 in each cycle is less than 
6000. Due to the different distribution of data blocks in Cases 1, 
2, 3, the node numbers with reduced heartbeat interval are also 
different. According to the experiments, the network 

throughputs generated by the three cases in each running cycle 
are different. The total network throughputs of Cases 1, 2, 3 in 10 
cycles are 41598, 48613, 54864 respectively. From the above 
results, the node number with reduced heartbeat sending interval 
in each running cycle follows the order: Case 1 < Case 2 < Case 3. 
Also, the generated network loads follows the following order: 
Case 1 < Case 2 < Case 3. 

Using the adaptive adjusting of the heartbeat sending 
interval, the abnormal response time of the system also changes. 
In our experiments, the default heartbeat interval to detect the 
abnormal behaviors is 3s. As shown in Figure 6, the average 
abnormal response times of Cases 1, 2, 3 are all less than the 
default abnormal response time. From our designed experiments, 
the node number with reduced heartbeat sending interval in each 
cycle follows the order: Case 1 < Case 2 < Case 3, and the average 
abnormal response time order is: Case 1 > Case 2 > Case 3. Via 
our comprehensive experiments, the proposed method improves 
both the network throughput and abnormal response time of 
different testing cases in different running cycles, and 
experimental performance comparisons are shown in Figure 8. 

 
Figure 8 Network throughput and Abnormal response time. 

5.      CONCLUSION 

With the rapid increase of the information data in big data 
systems, the traditional RPC-based periodic information 
interaction method between master and slave nodes can no 
longer meet the requirements in terms of network throughput 
and abnormal response. This paper presents a data-aware RPC 
optimization method to improve HDFS performance based on 
data sensing. Due to the different upload locations of users, the 
number of data blocks stored in DataNodes may be unevenly 
distributed over time in the HDFS system. The proposed method 
is aware of perceives the data blocks stored in each DataNode, 
and it can dynamically adjust the heartbeat sending time interval 
of different DataNodes in different running cycles. The adaptive 
RPC heartbeat method can effectively reduce the processing 
pressure of the NameNode. Through out designed experiments, 
the proposed method can reduce the network throughput 
generated by the information transmission between NameNode 
and DataNodes, and it also improves the overall abnormal  

 

response time. Experimental results show that this method can 
effectively optimize the performance for distributed systems. 
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