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ABSTRACT

Ohrid trout (Salamo letnica) is an endemic species of fish found in Lake Ohrid in the Former Yugoslav Republic
of Macedonia (FYROM). The growth of Ohrid trout was examined in a controlled environment for a certain
period, thereafter released into the lake to grow their natural population. The external features of the fish were
measured regularly during the cultivation period in the laboratory to monitor their growth. The data mining
methods-based computational model can be used for fast, accurate, reliable, automatic, and improved growth
monitoring procedures and classification of Ohrid trout. With this motivation, a combined approach of principal
component analysis (PCA) and support vector machine (SVM) has been implemented for the visual discrimination
and quantitative classification of Ohrid trout of the experimental and natural breeding and their growth stages.
The PCA results in better discrimination of breeding categories of Ohrid trout at different development phases
while the maximum classification accuracy of 98.33% was achieved using the combination of PCA and SVM.
The classification performance of the combination of PCA and SVM has been compared to combinations of PCA
and other classification methods (multilayer perceptron, naïve Bayes, random committee, decision stump, random
forest, and random tree). Besides, the classification accuracy of multilayer perceptron using the original features
has been studied.
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1 Introduction

Lake Ohrid (area of 358 km2) is mainly located in the Former Yugoslav Republic of Mace-
donia (FYROM) and partly in Albania. It is home to more than 200 endemic species, including
the algae, crabs, eels, snails, and fish species (Salamo ohridanus, and Salamo letnica, etc.), etc.,
of the Salmonidae family [1–4]. Ohrid trout (Salmo letnica) is a unique breed of the Salmonidae
family. The activities of the inhabitants and tourists, especially during summer affect the ecosystem
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of the lake and the species living inside it. For instance, the presence of polycyclic aromatic
hydrocarbons (PAH) resulting from human activity was identified in the muscle samples of fish
species [5]. Consequently, there is an urgent need to initiate both the governmental and non-
governmental projects to save such a huge and oldest ecosystem and the living endemic species.
The conservation projects and monitoring program to save the ecosystem of Lake Ohrid have
been detailed in [6]. In a related study, the risk and the necessity of Lake Ohrid biodiversity
protection have been reviewed in detail [7]. Some research studies are available in the published
literature based on the biological investigation of Ohrid trout to promote its population growth;
e.g., the ontogenetic development [8], genetic and morphological characterization [9], liver ultra-
structure characterization [10], cytological of Sertoli cells [11], genetic architecture [12], external
morphology [13], spleen histology during the reproductive cycle [14], breeding cycle [15,16], and
mitochondrial DNA differentiation [17], etc. Though, it is hard to find any published study based
on the computational modeling approach for growth monitoring of the Ohrid trout.

2 Literature Review and Objective of the Present Study

Statistical and machine learning-based data mining methods have been successfully imple-
mented in the development of an improved decision system of aquaculture in the past studies,
e.g., fuzzy inference system in the modeling of soil microbial dynamics [18]; optimum-path forest,
support vector machine (SVM), Bayes classifier, multilayer perceptron (MLP), and self-organizing
maps to control the aquatic weeds (maximum accuracy of 93.27 ± 0.91%) [19]; the decision
tree-based ensemble approach (maximum accuracy of 75%), SVM, Bayes network, MLP, and
radial basis function in the prediction of shellfish farm closure [20]; time-series classification
in the prediction of shellfish farm closure [21]; SVM in the fish species classification [22]; and
quadratic classifier and SVM in the classification of feeding and fasted fish (maximum accuracy
of 86.3 ± 0.296%) [23], etc. Besides, in some recent studies, artificial bee colony-water temper-
ature mechanism algorithm in the prediction of the temperature of prawn [24], particle swarm
optimization to determine the optimal production strategies of fish [25], a neuro-fuzzy method
in the feeding system of fish (accuracy of 98%) [26], an ensemble of wrappers in the fish age
classification [27], convolutional neural network (CNN) and SVM methods in the classification
of normal vs. defective fillets [28], CNN and MLP in the prediction of dissolved oxygen of
aquaculture systems [29], and feature extraction algorithms in the automatic tuna sizing [30], etc.,
have been implemented.

From the literature survey, it is obvious that several statistical and machine learning-based
data mining methods have been used in the automation of aquaculture and fisheries for different
applications. Amongst them, SVM is the most widely used and successful method [19,20,22,23,28,
31–33]. Though, the application of data mining methods specifically the SVM, and its combina-
tion with some feature extraction methods in monitoring the growth of the Ohrid trout haven’t
explored yet. This is the main motivation behind the present study to implement a combination of
principal component analysis (PCA) and SVM in the development stages discrimination of Ohrid
trout (Salmo letnica).

It is essential to monitor the growth of Ohrid trout in the initial stage regularly. Though, the
manual procedures of growth monitoring, including the development stage classification and the
differentiation of experimental and natural groups of Ohrid trout by using their external features,
is a time and cost-consuming process. The external features of Ohrid trout, like length, breadth,
and weight, etc., are highly correlated. PCA is a statistical multivariate method that transforms
the correlated features into linear uncorrelated features. Therefore, the PCA method was used in
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the discrimination of development stages of the Ohrid trout as well as the discrimination of two
categories (experimental and natural breeding groups) using their measured features. Due to the
wide acceptance and the great achievement of the SVM model for the decision support system
of aquaculture in the past studies, it has been used for the quantitative classification of different
development stages and two categories of Ohrid trout using the PC scores of original experimental
measurement in the present study. The external features of the Ohrid trout, including the length
(in mm), breadth (in mm), and weight (in g) were measured for the two different categories of
natural and experimental populations in three different development stages (different months of
growth). The measured features of Ohrid trout were used in the input of PCA and SVM. The
rest part of the study is organized as follows. The implementation details of the PCA and SVM
have been discussed in Section 3. The detailed experimental procedures have been presented in
Section 4. The analysis results have been compiled and presented in Section 5. The conclusion
and future scope of the study are summarized in Section 6.

3 Growth Stages Modeling Procedures

The measurements were compiled in the form of a matrix which results in a dataset DN(180×3)
of the natural population and DE(180×3) of experimental population and used in the growth stage
modeling. Before PCA analysis, the data was preprocessed by the logarithmic scaling.

3.1 Growth Stage Modeling Using PCA
PCA was used for the qualitative discrimination of the development stages of Ohrid trout

using their measured features of the natural and experimental population. PCA is a commonly
used multivariate method for qualitative discrimination of multidimensional datasets. In the
present study, PCA was used to transform Ohrid trout samples from measurement space into
3D principal components (PC) space. The PCs (generated by the linear combination of original
experimental variables) have maximum variance and minimum correlation. The basic steps of PCA
include (i) Mean centering of the dataset by subtracting each of the measured features from their
mean value x = {

xij −xj
}
, where xij is the value of jth feature of the ith sample, and xj is the

mean value of jth feature; (ii) Calculation of the covariance matrix C = xTx; (iii) Factorization
of covariance matrix into eigenvalues and eigenfunctions by solving the characteristic equation
‖C−λI= 0‖, where λ represents the eigenvalues; (iv) Selection of few significant PC directions
according to their eigenvalues; and (v) Transformation of a dataset x into the PC space [33,34].
The ‘stats’ package of R [35] was used in the implementation of the PCA method.

3.2 Classification of Growth Stages Using SVM
SVM method has been used for classification, clustering, regression, and outlier detection, etc.

in a different application in past studies. In the present study, SVM was used for the quantitative
class discrimination of growth stages and population types of Ohrid trout using the PC scores
of their measured features as input. Specifically, the SVM method was used in the classification
of three growth stages of Ohrid trout and their natural and experimental populations. The SVM
builds an optimal separating decision hyperplane that maximizes the distance with the closest
points (support vectors). The decision hyperplane is the weighted sum of training vectors (x) and
bias (b) and formulated as

w · x+ b= 0 (1)

where y denotes the value of the class, w · xi + b≥ 0 signifies class-1 (yi =+1), and w · xi + b≤ 0
denotes class-2 (yi =−1) for a binary class training dataset (xi, yi). The weight vector w and bias
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value were computed by maximizing the margin M = 2/ |w| under constraint yi
(
wT ·xi + b

) ≥ 1.
The quadratic optimization method is mostly used to calculate the weight and bias using Lagrange

multiplier αi and maximization of
m∑

i=1

αi − 1
2

m∑

i=1

m∑

j=1

αiαjyiyjxixj under constraint
m∑

i=1

αiyi = 0 and

αi ≥ 0. This results in w=
m∑

i=1

αiyixi and b= yk−w ·xi. The class decision function of a test data

is defined according to Eq. (2).

y (x)=
m∑

i=1

αiyixTi x+ b (2)

In the dual formulation of the quadratic optimization problem, instead of using the dot
product of data points in high dimensional feature space, a kernel function is used to reduce
the mathematical complexity. The kernel function is formulated as k

(
xi, xj

) =�T (xi)�T
(
xj

)
. The

polynomial, sigmoid, and RBF, etc., are the widely used kernel functions. By using the kernel

trick, the earlier dual optimization can be reformulated as
m∑

i=1

αi − 1
2

m∑

i=1

m∑

j=1

αiαjyiyjxixjk
(
xi,xj

)

under the condition
m∑

i=1

αiyi = 0 and αi ≥ 0. The class decision function in Eq. (2) using kernel

function has been defined according to Eq. (3).

y (x)=
∑

αiyik
(
xi,xj

)+ b (3)

For a multiclass dataset, the training dataset was divided into combinations of several binary
classes, and the model was trained using each of them. In the validation phase, the test data
points were classified using binary class trained models. The final decision was made based on
the majority voting on the decision of binary class models. The details of the SVM method are
available in [34–37]. The ‘e1071’ package in R [38,39] was used in the implementation of the
SVM method [39]. The polynomial kernel results in the maximum classification accuracy of the
training datasets of experimental and natural populations of three development stages. Three-fold
cross-validation was used in SVM analysis.

4 Experimental Details

4.1 Location of Experimental Area and Source of Experimental Data
The study area was the Hydrobiological Institute (established in 1935) in Ohrid, FYROM

for controlling experiments and Lake Ohrid for natural experiments. The Hydrobiological Insti-
tute is situated on the city side of Lake Ohrid. The Lake Ohrid lies between the latitude
of 40◦29′28′′N–41◦26′34′′N and longitude of 20◦29′30′′E–21◦21′57′′E, and the central point of
40◦59′36′′N–20◦51′43′′E shown in Fig. 1 [40]. Ohrid has humid subtropical weather and an annual
average temperature of 16.7–6.2◦C. The Hydrobiological Institute is the oldest research organiza-
tion in Ohrid, FYROM, working for the growth of Salamo letnica and other endemic species. The
main focus of the institute is to increase the number of Salmo letnica by experimental and natural
breeding procedures.
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Figure 1: The location map of Lake Ohrid

4.2 Experimental Conditions, Procedures, and Measurement
The experiment starts with the organized fertilization in which the breeding and the growth of

the Ohrid trout to a certain period was controlled in the laboratory of Hydrobiological Institute.
The process begins around 21st January (±5–6 days) every year by using the boats to catch fish
and breed them. A special anesthetic (eugenol between 25 to 100 mg/L) was used for Ohrid trout
after catching. The anesthetic is harmless to the fish and used to receive eggs and sperms. After
that, the features of fish were measured (length and width using a standard measuring board and
weight using the digital electronic balance), and then the fish were marked and released into the
lake. The female fish leaves eggs in a separate water carrier from the male fish. Afterward, they
were combined under special conditions and treated very carefully in the Institute. The growth
of the fish was carefully monitored in the following three stages: (a) The first 36–40 days (the
development of the fetus), (b) The next 30–40 days (the embryo develops and looks like a fish,
but has an external abdomen that helps in feeding), and (c) After this period, the fish is more
independent and learns how to survive in the simulated conditions. The growth stages of Ohrid
trout have been demonstrated in Fig. 2. More specifically, Fig. 2a exhibits the fetus stage of
the Ohrid trout. The next development stages in the third month and after that are shown in
Figs. 2b and 2c, respectively, which represents the continuous growth process of Ohrid trout in the
controlled environment. Three features of Ohrid trout, including length, breadth, and weight were
measured in two different categories: (i) Experimental category (the amount of the food provided
exceed the needs of the fish, therefore only a few of them do not survive throughout the process),



996 CMES, 2021, vol.126, no.3

and (ii) Natural category (limited food was provided to the fish), the reason behind this is to
have more trained fish that will survive in the lake after releasing. The latter method supports
the Salmo letnica to grow their natural population. The experimental category contains ∼10000
samples per year and the natural category contains ∼3 million samples per year. The environment
of the growth stages (Figs. 2a–2c) contains tubs of dimension 4 m× 50 cm× 45 cm. Both of the
categories of fish were fed with the same food ‘frozen planktons’ or ‘zooplanktons’ which can be
found in any ocean, lake, and river. The size of the zooplanktons was in the range of 0.3–0.5 mm
similar to the natural environment. Finally, both categories of fish released into the lake after
eight months of birth with an approximate length of 8 cm and a weight of 3.5 g (Fig. 2d). In
the present study, the length, breadth, and weight of one hundred and eighty samples of Ohrid
trout in September 2017, December 2017, and May 2018 of the natural population category (sixty
samples of each of the three months) and one hundred and eighty samples of Ohrid trout of the
experimental population category (sixty samples of each of the three months) have been used in
modeling. The external feature of the Ohrid trout does not differ significantly from year to year.
Tab. 1 summarizes the basic statistics of experimental measurements.

(a) (b)

(c)

(d)

Figure 2: Growth stages of Ohrid trout (a) fetus, (b) embryo, (c) after one month, and (d) final
releasing to the lake
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Table 1: Basic statistics of measured features of Ohrid trout

Categories Measurement
month

Features Maximum Minimum Average Standard
deviation

Variance Kurtosis Skewness

Experimental
population
(180 samples)

September 2017 Length (in mm) 61 47 55.05 3.34 11.17 3.25 −0.45

Breadth (in mm) 65 49 58 3.58 12.81 3.17 −0.38
Weight (in g) 2.42 0.99 1.68 0.32 0.10 3 0.14

December 2017 Length (in mm) 100 65 80.03 7.27 52.84 3.60 0.37
Breadth (in mm) 108 68 85.1 7.98 63.68 3.73 0.38
Weight (in g) 11.7 2.7 5.69 1.72 2.97 5.47 1.26

May 2018 Length (in mm) 132 88 106.38 8.90 79.16 3.23 0.45
Breadth (in mm) 139 93 111.61 9.30 86.48 3.29 0.43
Weight (in g) 26.67 8.03 13.60 3.86 14.88 4.11 0.99

Natural
population
(180 samples)

September 2017 Length (in mm) 62 43 53.13 4.22 17.81 3.31 −0.51

Breadth (in mm) 65 45 55.97 4.43 19.63 3.32 −0.54
Weight (in g) 2.24 0.81 1.52 0.35 0.12 2.60 0.01

December 2017 Length (in mm) 91 63 73.21 4.81 23.09 4.99 0.93
Breadth (in mm) 98 65 77.57 5.38 28.89 5.48 0.92
Weight (in g) 8.85 2.43 4.16 0.95 0.91 8.31 1.67

May 2018 Length (in mm) 114 82 106.38 8.90 79.16 3.23 0.45
Breadth (in mm) 120 85 111.62 9.30 86.48 3.29 0.43
Weight (in g) 15.86 5.35 13.60 3.86 14.88 4.11 0.99

5 Growth Stages Modeling Results

The qualitative and quantitative growth stages modeling results of Ohrid trout using the PCA
and combinations of original features and PCA with SVM and other classification approaches are
shown in Figs. 3–5 and Tabs. 2–8, and Figs. 6–9, respectively.

5.1 Qualitative Modeling Results Using PCA
The discrimination of Ohrid trout samples of the experimental population by the analysis of

the dataset DE(180×3) is shown in Fig. 3. Fig. 4 exhibits the qualitative discrimination results of
Ohrid trout samples of the natural population in the PC space by the analysis of the dataset
DN(180×3). The datasets DN(180×3) and DE(180×3) were combined and analyzed by the PCA method
to observe the discrimination of two categories (experimental and natural populations) of the
Ohrid trout in the PC space. Fig. 5 represents the discrimination of the experimental and natural
populations of Ohrid trout. Figs. 6a–6c presents the loading of features on PCs in the analysis
of DE(180×3), DN(180×3), and their combination, respectively. From the PCA results of DE(180×3),
DN(180×3) and their combinations (Figs. 3–5), it is obvious that the first principal component
(PC-1) has a variance between 99.76–99.90%. The variance of PC-2 and PC-3 lies between
0.07%–0.21% and 0.022%–0.023%, respectively, and hence are less significant.

From the growth stage discrimination of Ohrid trout in the experimental population by PCA
(Fig. 3); it is obvious that Ohrid trout samples of September 2017 and December 2017 are almost
separated from each other in the PC space. Though, there is a partial overlapping between the
samples of December 2017 and May 2018. Specifically, one sample of December 2017 exists in
the cluster of May 2018 while three samples of May 2018 occupying the cluster of December
2017. Besides, there are some samples of Ohrid trout, which behave like outliers, particularly two
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samples of each of the September 2017 and May 2018. Also, the samples belonging to the earlier
two months are completely discriminated in the PC space.
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Figure 3: Representation of three growth stages of the experimental population of Ohrid trout in
the PC space
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Figure 4: Representation of three growth stages of the natural population of Ohrid trout in the
PC space

The partial overlapping among some samples of three growth stages of experimental and
natural populations and between some samples of two populations of Ohrid trout is due to the
correlation between samples, some matching features of growth stages of two populations, and
minor limits of PCA, etc. The maximum weights of three original features were −0.69 of length
(l) in the PC-3, 0.72 of breadth (b) in PC-3, and −0.82 of weight (wt) in PC-2 (Fig. 6a). Besides,
Fig. 6a indicates the maximum contribution of weight in the PC-2 and the minimum contribution
in the PC-3. The three features have an equal contribution to the formation of the PC-1. The
growth stage discrimination of Ohrid trout of the natural population by the PCA is shown in
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Fig. 4. In this case, again, there is no overlapping between the samples of September 2017 and
December 2017. Nevertheless, approximately six samples of December 2017 are occupying the
cluster of May 2018. Besides, there are a few samples of September 2017 and May 2018 classes
that seem like outliers while all the samples of these two classes are completely separated from
each other in the PC space. Similar to Figs. 6a, 6b denotes the maximum contribution of weight
feature in the PC-2 and its minimum contribution in the PC-3 and the equal contribution of the
three features of the natural population of Ohrid trout in the formation of PC-1.
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Figure 5: Discrimination of the experimental and natural populations of Ohrid trout in the
PC space

The PCA scores plot after combining the samples of the experimental and natural populations
is demonstrated in Fig. 5, which exhibits the overlapping of most of the samples of the two
categories, though the appearance of three clusters (samples of September 2017, December 2017,
and May 2018) can be noticed in both of the categories. The maximum overlapping of the two
populations is due to the correlation between samples, large variation, and noise in features of
natural population and minor restrictions of PCA, etc., The loading value plot in Fig. 6c presents
similar conclusions, like Figs. 6a and 6b.

5.2 Quantitative Modeling Results Using the Original Features and SVM
The dataset DE(180×3) was divided into (i) training subset that contains 120 samples (40 sam-

ples of each of the months, September 2017, December 2017, and May 2018) and (ii) test subset
that contains 60 samples (20 samples of each of the months, September 2017, December 2017,
and May 2018). Similarly, the dataset DN(180×3) was divided into training and test subsets. SVM
model was trained by using the training data subset of DE(180×3) and DN(180×3), independently.
Different types of kernel functions (linear, polynomial, radial basis, and sigmoid) and their related
parameters have been investigated to achieve the best recognition accuracy. SVM model with
optimal kernel function and their parameters was used to predict the classes of the test data
subsets DE(180×3) and DN(180×3). This process was repeated three times using different training
and test subsets. The SVM classification results of three growth stages of the experimental and
natural populations using the original dataset are summarized in Tab. 2. The classification results
of experimental and natural populations of Ohrid trout by SVM using their combined dataset are
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summarized in Tab. 3. The polynomial kernel (degree= 3, gamma= 1, and coefficient= 0) results
in the optimum performance of SVM in the classification of natural and experimental populations
(Tab. 3) as well as their growth stages (Tab. 2). It is obvious that the SVM has low accuracy of
only 33.33% in growth stages recognition of both experimental and natural populations while the
better classification of results (recognition rate of 95.83%) has been achieved in the classification
of two populations.
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Figure 6: The loading value plots of PCA of (a) DE(180×3), (b) DN(180×3), and (c) combination of
DE(180×3) and DN(180×3)
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Table 2: Growth stages classification of Ohrid trout with original experimental features in SVM

Using original dataset DE(180×3) of experimental population

Training data subset of DE(180×3) Test data subset of DE(180×3)

Actual class Correctly identified
sample out of 120

Actual class Correctly identified
sample out of 60

Predicted class 40 19 0 82 Predicted class 0 0 0 20
0 4 2 0 0 0
0 17 38 20 20 20

Using original dataset DN(180×3) of natural population

Training data subset of DN(180×3) Test data subset of DN(180×3)

Actual class Correctly identified
sample out of 120

Actual class Correctly identified
sample out of 60

Predicted class 40 20 1 79 Predicted class 0 0 0 20
0 0 0 4 0 0
0 20 39 16 20 20

Table 3: SVM classification of the experimental and natural populations of Ohrid trout with
original features

Using the combination of DE(180×3) and DN(180×3) datasets

Training data subset Test data subset

Actual class Correctly identified
sample out of 240

Actual class Correctly identified
sample out of 120

Predicted class 119 76 163 Predicted class 55 0 115
1 44 5 60

5.3 Quantitative Modeling Results Using the Combination of PCA and SVM
The quantitative class discrimination procedure of the experimental populations of Ohrid

trout using the combination of PCA and SVM is as follows. The PC scores matrix PCE(180×3) was
obtained by the PCA of the original dataset DE(180×3). PCE(180×3) was divided into (i) training
subset that contains PC scores of 120 samples (40 samples of each of the months, September
2017, December 2017, and May 2018) and (ii) test subset that contains 60 samples (20 samples
of each of the months, September 2017, December 2017, and May 2018). Similarly, PCN(180×3)
(obtained by the PCA of DN(180×3)) was divided into training and test subsets.

5.3.1 Using the First Principal Component
PCE(180×1) and PCN(180×1) were used as input of SVM, independently in growth stage

classification of experimental and natural populations, respectively, and in combination in the
classification of two populations. Tab. 4 summarizes the growth stage classification results of SVM
using PC-1. Classification of the experimental and natural populations of Ohrid trout using the
first principal component in SVM is summarized in Tab. 5.
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Table 4: Growth stage classification of the experimental and natural populations of Ohrid trout
with PC1 in SVM

Using the PC scores matrix PCE(180×1) of experimental population

Training data subset of PCE(180×1) Test data subset of PCE(180×1)

Actual class Correctly identified
sample out of 120

Actual class Correctly identified
sample out of 60

Predicted class 40 0 0 118 Predicted class 20 0 0 58
0 39 1 0 20 2
0 1 39 0 0 18

Using the PC scores matrix PCN(180×1)of natural population

Training data subset of PCN(180×1) Test data subset of PCN(180×1)

Actual class Correctly identified
sample out of 120

Actual class Correctly identified
sample out of 60

Predicted class 40 0 0 115 Predicted class 20 1 0 57
0 37 2 1 19 2
0 3 38 0 0 18

Table 5: Classification of the experimental and natural populations of Ohrid trout with PC1 in
SVM

Using the combination of PC scores matrices PCE(180×1) and PCN(180×1)

Training data subset Test data subset

Actual class Correctly identified
sample out of 240

Actual class Correctly identified
sample out of 120

Predicted class 111 102 129 Predicted class 3 0 63
9 18 57 60

5.3.2 Using the First and Second Principal Components
Tab. 6 summarizes the SVM classification results of PC score matrices PCE(180×2) and

PCN(180×2), respectively.

For the quantitative class discrimination of two categories: (i) Experimental, and (ii) Natural
populations of Ohrid trout using the SVM, two PC score matrices PCE(180×2) and PCN(180×2)
were combined, thereafter divided into training and test subsets. In this case, the training subset
contains 240 samples of Ohrid trout (120 samples of each of two categories), and the rest 120
samples of Ohrid trout (60 samples of each of the two categories) were used as the test subset.
The SVM model of the polynomial kernel (degree= 3, gamma= 1, and coefficient= 0) results in
the maximum class discrimination of the training data subset. A similar SVM model was used
in the class prediction of the test data subset. The SVM classification results of the training and
test subsets are summarized in Tab. 7.

The decision values plot of SVM analysis of the PC scores matrix PCE(180×2) and PCN(180×2)
are shown in Figs. 7 and 8, respectively. The decision plot of the combination of PCN(180×2) and
PCE(180×2) is shown in Fig. 9.
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Table 6: Growth stage classification of Ohrid trout with PC1and PC2 in SVM

Using the PC scores matrix PCE(180×2) of experimental population

Training data subset Test data subset

Actual class Correctly identified
sample out of 120

Actual class Correctly identified
sample out of 60

Predicted class 40 0 0 118 Predicted class 20 0 0 57
0 39 1 0 19 2
0 1 39 0 1 18

Using the PC scores matrix PCN(180×2) of natural population

Training data subset Test data subset

Actual class Correctly identified
sample out of 120

Actual class Correctly identified
sample out of 60

Predicted class 40 0 0 115 Predicted class 19 1 0 54
0 37 2 1 19 4
0 3 38 0 0 16

Table 7: Classification of the experimental and natural populations of Ohrid trout with PC1 and
PC2 in SVM

Using the combination of PC scores matrices PCE(180×2) and PCN(180×2)

Training data subset Test data subset

Actual class Correctly identified
sample out of 240

Actual class Correctly identified
sample out of 120

Predicted class 110 93 137 Predicted class 42 9 93
10 27 18 51

Due to the maximum variance, PC-1 and PC-2 are selected as the input of SVM, and
PC3 is discarded. Moreover, for performance comparison, the only PC1 is used in SVM in the
earlier section. It is obvious from Tabs. 4 and 6 that there is a minor improvement (1.67%)
in classification accuracy of SVM in the analysis of the experimental population and a 5%
improvement in the analysis of the natural population using only PC-1 than using both PC-1
and PC-2 for test data subsets. Though the classification accuracy of the SVM by using only
PC-1 in the analysis of the combination of PCE(180×1) and PCN(180×1) is less (Tab. 5) than using
both PC-1 and PC-2 for the similarly combined matrix (Tab. 7) by 3.28% and 25% for training
and test data subsets, respectively. It is obvious from the SVM classification results in Tab. 6
(using PC-1 and PC-2), Tab. 4 (using PC-1), and Tab. 2 (using the original dataset) that the
combination of PCA and SVM results in better classification accuracy than the SVM method
alone. However, using the SVM method alone results in better classification accuracy for the
combination of experimental and natural populations as shown in Tab. 3. It is clear from Tab. 6
that there is only class confusion between the samples of December 2017 and May 2018 of the
SVM classifier. It is similar to the qualitative discrimination results shown in Fig. 3. The SVM
classifier results in correct class recognition rate of 98.3% and 95% using training and test data
subsets, respectively. For the visual demonstration of SVM classification results, the decision value
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plots of three binary class SVMs in Fig. 7a indicate a positive decision value in favor of the
first class and a negative decision value in favor of the second class. The majority voting rule
was adopted to decide the final class of a training data point. A similar rule was followed for
the test data subsets classification using the decision values of three binary class SVMs shown in
Fig. 7b. The SVM classification results of the three different months of the natural population
are shown in Tab. 6. It is obvious that most of the class confusion is in between the samples
of December 2017 and May 2018. SVM results are complementing the PC score plot shown in
Fig. 4. The SVM classifier results in the correct class recognition rate of 95.8% and 90% using
the training and test data subsets, respectively. The decision value plots of training and test data
subsets of three binary SVMs in Figs. 8a and 8b, respectively, indicate the positive decision value
of the first class and negative decision value of the second class, and the final class was decided
according to the majority voting rule. The SVM classifier results in only 57% correct classification
in the training stage (Tab. 7), which is due to the maximum overlapping of the samples in the PC
space (Fig. 5). For the test data subset, similar SVM model results in a correct class recognition
rate of 77.5%. The decision value plots in Fig. 9 of training and test data subsets are based
on a single binary class SVM model and indicate the positive decision value of the first class
(experimental population) and the negative decision value of the second class (natural population),
similar to previous decision value plots in Figs. 7 and 8. The decision values (Figs. 7–9) show that
the multiclass identification works well due to the majority vote of the outputs of 1-vs.-1 SVMs.
In the present study, a combination of PCA and SVM method is implemented first time in the
classification of different growth stages of Ohrid trout. Therefore, it’s not feasible to compare the
results with other studies.

Though, the performance of the SVM using the original dataset (Tabs. 2 and 3) has been
compared with the classification performance of the combination of PCA and SVM using
PC-1 (Tabs. 4 and 5), and using the PC-1 and PC-2 (Tabs. 6 and 7). In some related studies,
the SVM method has been implemented and results in a comparable accuracy, like hunger states
classification of Rainbow trout (average accuracy of 85%) [23]; color and texture features-based
classification of fish species (average accuracy of 81.14%–96.30%) [22]; fish species classification
(accuracy of 78.59%) [41]; hyperspectral imaging-based classification of fresh and frozen fish
(accuracy of 91.43%) [42]; and an ensemble of wrappers features-based fish age classification
(accuracy of 77.07%–77.27%) [27], etc.
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Figure 7: Decision values (positive for the first class and negative for second class) of the growth
stages of the experimental population of Ohrid trout in (a) Training and (b) Test of the SVM
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Figure 8: Decision values (positive for the first class and negative for second class) of the growth
stage of the natural population of Ohrid trout in (a) Training and (b) Test of the SVM
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Figure 9: Decision values (positive for the first class and negative for second class) in discrimina-
tion of the experimental and natural populations of Ohrid trout in (a) Training and (b) Test of
the SVM

5.4 Quantitative Modeling Results of Other Classification Approaches Using Original
Features and PCA
With the objective to evaluate the performance of the SVM, other classification methods have

been also used in the growth stage classification of Ohrid trout using their original features and
principal components. Tab. 8 summarizes the performance evaluation of other approaches in the
classification of the growth stages of Ohrid trout. The performance of Naïve Bayes, multilayer
perceptron, random committee (Meta classifier), decision stump, random forest, random tree (tree-
based classifiers) is compared in the classification of growth stages of experimental and natural
populations of Ohrid trout (Tab. 8). It is obvious that the combination of PCA and SVM has
higher accuracy in growth stage classification (Tab. 6) than other classification approaches (Tab. 8).
Besides, the combination of PCA and SVM has higher accuracy in the classification of two
populations (Tab. 7).

Table 8: Performance of other approaches for classification of the growth stage of the experimen-
tal and natural populations and their mixture

Dataset Recognition accuracy of classification approach in %

Multilayer
perceptron
using
original
features

PCA+
Naïve
Bayes

PCA+
multilayer
perceptron

PCA+
random
committee

PCA+
decision
stump

PCA+
random
forest

PCA+
random
tree

PCA
(PC1)+
SVM

PCA
(PC1, PC2)+
SVM

Experimental
population

92.59 93.44 93.08 93.44 55.73 93.44 93.44 96.67 95.00

Natural population 91.23 94.08 93.44 93.44 54.09 93.44 93.44 95.00 90.0
Mixture of the
experimental and
natural populations

58.29 50.00 56.56 62.30 58.20 66.39 62.30 52.50 77.50
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6 Conclusion and Future Research Scope

Past research studies for saving the population of Ohrid trout were discussed and the sig-
nificance of data mining methods in the aquaculture and fisheries has been summarized. For
the first time, a combined approach of PCA and SVM in growth monitoring of Ohrid trout
has been explained. The proposed data mining approach based growth stage modeling results
in the better qualitative and quantitative discrimination efficiency of the different development
stages of the Ohrid trout. Future research will focus on the measurement of additional features
of the Ohrid trout and advanced modeling schemes for their growth stage discrimination and
class identification.
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