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ABSTRACT

The timely and effective investment risk assessment and forecasting are of great significance to ensure the invest-
ment safety and sustainable development of wind energy along the Belt and Road. In order to obtain the scientific
and real-time forecasting result, this paper constructs a novel hybrid intelligent model based on improved cloud
model combined with GRA-TOPSIS and MBA-WLSSVM. Firstly, the factors influencing investment risk of wind
energy along the Belt and Road are identified from three dimensions: endogenous risk, exogenous risk and process
risk. Through the fuzzy threshold method, the final input index system is selected. Secondly, the risk evaluation
method based on improved cloud model andGRA-TOPSIS is proposed. Thirdly, a modern intelligent model based
onMBA-WLSSVM is designed. In modified bat algorithm (MBA), tent chaotic map is utilized to improve the basic
bat algorithm, while weighted least squares support vector machine (WLSSVM) adopts wavelet kernel function to
replace the traditional radial basis function to complete the model improvement. Finally, an example is given to
verify the scientificity and accuracy of themodel, which is helpful for investors tomake fast and effective investment
risk forecasting of wind energy along the Belt and Road. The example analysis proves that the proposed model can
provide reference and basis for investment corpus to formulate the investment strategy in wind energy along the
Belt and Road.
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1 Introduction

COVID-19 triggers a deep reflection on the relationship between man and nature and the
sustainable development of human social and economic activities [1]. The future of global climate
governance is more concerned. In the face of the challenges of global climate change and sustain-
able development of mankind, mankind has a common destiny. All countries in the world should
work together to cope with difficulties and challenges, jointly promote green energy cooperation
to a Higher quality, and contribute more to the inclusive recovery of the world economy and
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sustainable development of energy production. The Belt and Road Initiative is an important
link to bring all countries along the Belt and Road together to meet the above challenges [2].
At the same time, green sustainable development is also an important concept of the Belt and
Road [3]. Over the past seven years since the Belt and Road Initiative was proposed, there has
been close cooperation in the field of energy, especially the renewable clean energy cooperation
represented by wind power. However, the complex and changeable investment environment along
the Belt and Road increases the risk of investment in renewable clean energy industry such as
wind power [4]. If we fail to identify and evaluate the investment risk of local related industries
timely and effectively, it will have a serious negative impact on the sustainable development of
these industries. Therefore, how to identify risks in time, analyze risks accurately, evaluate risks
scientifically and deal with risks rationally has become the key to the success of investment in
these industries [5]. Considering that wind power is a typical representative of renewable clean
energy, this paper selects the wind power industry investment risk as the research object, in order
to provide reference for the investment risk research of related industries in countries along the
Belt and Road.

It is not common to assess the investment risk of wind power industry along the Belt and
Road. But already many risk evaluations regarding investment are in other industries. As the risk
assessment research, the risk assessment research of wind power industry has many similarities
with other industries, such as the common risk sources. Therefore, combing and analyzing the
research literature of investment risk evaluation of other industries has reference significance
for studying the investment risk evaluation of wind power industry along the Belt and Road.
Literature [6] sorts out the main risks thag affect the investment of infrastructure construction
projects along the “the Belt and Road” from the aspects of political, economic and legal, and
puts forward targeted risk management measures to reduce investment losses, while this study
did not quantify the risk. Literature [7] uses the coefficient of variation and fuzzy comprehensive
evaluation method to study and evaluate the investment risks of countries in different regions
from five aspects: economic foundation, solvency, social elasticity, political risks and relations with
China, and gives corresponding investment suggestions, and prompts matters which need high
attention, in order to provide suggestions for Chinese enterprises when they invest along the line
and reduce investment risks. Literature [8] constructs a comprehensive evaluation model which is
based on grey relational grade and ranking method approaching ideal solution to assess the power
investment risk. Literature [9] analyzes the life cycle risk factors of thermal power investment
projects in Karachi, Pakistan, and evaluates overseas thermal power investment projects by using
fuzzy evaluation method and analytic hierarchy process. Literature [10] divides the systematic
and non-systematic risks that affect foreign investment of high-speed rail, and comprehensively
measures the risk level through the fuzzy comprehensive evaluation model, in order to provide
ideas for evaluating and avoiding the risk level of foreign investment about high-speed rail.
Literature [11] puts forward the multi-classification fusion technology which is based on SDM,
constructs the early warning model of direct overseas investment risk of mineral resources-based
enterprises, and puts forward suggestions on management and control strategies. However, the
evaluation method used in the above research is slow in calculation and difficult to implement
dynamic evaluation. In addition, the methods used in the above studies also make it difficult to
make rapid and accurate predictions of risk. We can also find that the research at home and
abroad mainly focused on the macro level, and the risk assessment of overall overseas investment
may only involve a few industries such as thermal power, high-speed rail and mineral resources,
while the research on risk assessment of wind power industry is relatively few. Moreover, some
problems such as unclear boundary and incomplete coverage are existed when identifying risk
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sources. Therefore, it is necessary to comprehensively identify the investment risk indicators of
wind power industry.

With regard to evaluation methods, existing research has made important contributions to
investment risk evaluation. Literature [12] introduces rough set and fuzzy C-means clustering
to evaluate the risk of countries along the line, and obtains the specific investment risk grade
distribution in different regions. Literature [13] uses the improved analytic hierarchy process to
establish a hierarchical model to evaluate project risks, and puts forward preventive measures
and suggestions from six aspects: reducing exchange rate fluctuations, optimizing asset allocation,
broadening financing channels, establishing new financing models, reducing decision-making error
rates, and improving technical level. Literature [14] fully considers the internal and external
factors of engineering investment, decomposes the investment composition based on WBS, and
constructs an investment risk evaluation model by optimizing the kernel function parameters and
regularization parameters of LSSVM through particle swarm optimization, which can accurately
evaluate the engineering investment risk and provide reference basis for engineering investment
risk control. Literature [15] assess the distribution network project financing lease risk through
constructing a comprehensive evaluation index system and a model based on cloud model and
entropy weight method, and the evaluation results are intuitive and realistic. By combing and
analyzing the relevant risk evaluation methods, it can be found that evaluation methods mainly
include traditional and modern intelligent. The traditional ones include subjective evaluation meth-
ods and objective evaluation methods. The subjective ones mainly contain expert evaluation, fuzzy
analytic hierarchy process and so on; the objective analysis methods include grey relational anal-
ysis, entropy weight method, matter-element extension, cloud model, etc. [16]. Modern intelligent
evaluation methods mainly include artificial neural network evaluation method, SVM evaluation
method, LSSVM evaluation method, etc. [17]. In view of traditional evaluation methods is more
mature, the calculation result is more accurate and the calculation process is more complicated,
while modern intelligent evaluation method can deal with massive real-time data quickly and
accurately. this paper combines traditional evaluation method and modern intelligent evaluation
method to analysis the investment risk of wind power industry in the countries along the line.
It improves entropy weight method combined with subjective and objective factors to get the
index weight, and uses cloud model to characterize randomness and fuzziness of risks as well
as integrates GRA and TOPSIS to comprehensively evaluate and rank multiple schemes, so that
the investment risks of wind power industry with different schemes can be effectively evalu-
ated. Among the modern intelligent evaluation methods, the artificial neural network evaluation
method is easy to fall into local optimum, moreover, it is training speed is slow [18]. When the
SVM is applied to risk assessment, it needs to transform the solving process into a quadratic
programming process through the transformation of kernel function. This method reduces the
efficiency and the convergence accuracy is not high [19], while the least square support vector
machine method uses the least square linear system as the loss function to avoid the quadratic
programming process. The evaluation problem is transformed into the solution of equations, and
the inequality constraint is transformed into equality constraint, which increases the accuracy
and speed of evaluation [20]. However, it should be noted that the traditional Gaussian kernel
function in LSSVM model is related, even redundant, and its nonlinear processing ability is poor,
while the wavelet kernel function has the excellent characteristics of gradually describing data
information [21]. Therefore, this paper uses wavelet kernel function to improve LSSVM model
for risk assessment. However, the improved LSSVM still defines penalty coefficient and kernel
parameters blindly, so it is necessary to select appropriate intelligent algorithm to optimize it. In
2010, Setiadi et al. [22] proposed a new intelligent bat algorithm, which simulates the predatory
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behavior of bats to search the solution space. Compared with PSO algorithm, the characteristics
of this algorithm has the dual nature, on the one hand it is a simple model with a few control
parameters and fast convergence speed, on the other hand it is easy to fall into local optimization
and poor population diversity. Therefore, this paper uses tent chaotic map to improve the basic
bat algorithm so as to improve the global convergence.

Identify investment risk factors
Including: exogenous risks, endogenous risks, and process risks

Form a database of influencing factors

Construct a evaluation index selection model based on 
fuzzy threshold method

Filter it out and get the final evaluation index

Standardize the evaluation And generate the standard
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Figure 1: The overall evaluation process of this paper
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To sum up, this paper comprehensively identifies the risk factors faced by wind power industry
investment, constructs the risk evaluation index system of wind power industry investment of
the regions along the line of “the Belt and Road” through the fuzzy threshold method, and
a comprehensive risk assessment model based on improved cloud model combined with GRA-
TOPSIS (ICM-GRA-TOPSIS) and MBA-WLSSVM is proposed. The overall evaluation process
of this paper is shown in Fig. 1. The rest of the paper is arranged as follows: In Section 2,
the risk factor database is identified, and the risk assessment index system is built through fuzzy
threshold method. In Section 3, the risk assessment model based on traditional evaluation method
and modern intelligent evaluation method is constructed. In Section 4, an empirical research is
conducted to test the scientificity and availability of the model. Section 5 summarizes the research
results.

2 Construction of Investment Risk Evaluation Index System of Wind Power Industry along the Belt and
Road

2.1 Identification of Influencing Factors on Investment Risk
With the green energy resources construction along the line of “the Belt and Road,” China

has continuously increased its investment in wind power industry in countries along the route.
However, from perspective of the overall investment environment of the countries along the line,
the political environment of each country is complex, the cultural diversities are obvious, and
the economic development foundation is relatively inconsistent. At the same time, as the main
body of foreign investment behavior, the internal strategic planning, organizational structure,
operation mode and industrial characteristics of enterprises will affect their investment benefits.
In the process of investment, the project quality, schedule, cost, etc., will also bring risks to the
advancement of the project [23]. To sum up, along the line of “the Belt and Road” the risk source
of the wind power industry mainly include three aspects: exogenous risks, endogenous risks, and
process risks. The specific contents of the influencing factor library is shown in Fig. 2.

(1) Exogenous risks

1) Political risks

The political risks faced by wind power industry investment of the regions along the line of
“the Belt and Road” mainly refer to the risks that damage the safety and benefits of overseas
investment when the social order changes and the political form is subverted. Whether the political
environment is stable is an significant target to judge the political risk of the invested country.
The specific sources are reflected in the political stability, political democracy, political efficiency,
influence degree of big country, external conflict, internal conflict and corruption control of host
country.

2) Economic risks

Economic risks refer to the macro-economic risks and micro-economic risks that may cause
losses to the project or affect the income during the whole life cycle of wind power industry
construction. The specific sources are reflected in economic growth rate, inflation index, debt level,
financial freedom, trade freedom, exchange rate fluctuation, interest rate risk, tax adjustment,
market competition and the proportion of non-performing loans of banks.

3) Social risks

Countries along the Belt and Road are characterized by weak infrastructure construction,
great cultural differences and strong religious atmosphere [24], which have a certain impact on
China’s foreign investment. The specific sources include religious culture, ethnic conflicts, capital
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and personnel mobility restrictions, labor market regulation, unemployment, violence and crime
costs, commercial regulation and education level.
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Figure 2: Influencing factors library of investment risk evaluation on wind power industry

4) Legal risks

There are more than 60 countries along the line of “the Belt and Road.” In addition to
the different legal systems in the areas along the line [25], the laws and regulations in the fields
of business investment, accounting standards, tax laws and taxes, institutional regulations, and
infrastructure are very different from those in different countries.

This has brought uncertain legal risks to investors of wind power industry of the regions
along the line of “the Belt and Road” it is reflected in the transparency of investment policies and
sovereign credit risks, intellectual property disputes, environmental protection issues, labor issues,
enterprise risk management and control capabilities, as well as legal risk prevention costs.

(2) Endogenous risks

1) Electricity market risk

Electricity market risk is the uncertainty of investment income which is caused by the fluctua-
tion of supply, demand and market share of electricity. The specific sources include electrification
rate, electrification rate, power demand growth rate, power import degree, per capita power
consumption, power planning and wind power generation growth rate.
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2) Strategic risks

Strategic risks are the risks brought by managers’ mismanagement, management level and
other element in the process of management of investment enterprises, management risk is
reflected in every link of the management system [26]. The specific sources include corporate
culture, organizational structure, manager’s quality, human resource risk, credit risk, perfection of
decision-making system, load forecasting error and bidding risk.

3) Operational risks

Operational risk is a risk category that may have an uncertain impact on the cost and benefit
of projects in operation abroad. The specific influencing factors include electricity price level, wind
resource availability, equipment operation reliability, operation and maintenance cost risk, delay
rate of electricity bill settlement, investment return risk, flow risk and difficulty of grid connection.

(3) Process risks

1) Technical risk

Transnational wind power industry has carried out a lot of fruitful exploration and practice in
key technology research, equipment manufacturing, engineering construction, planning and scheme
formulation, etc. However, due to the differences in technical standards and design concepts in
different countries, certain risks often arise. The specific sources are reflected in the matching
degree of technical standards, design quality, technical trade risk, operation and maintenance risk,
contract breach, technical stability and advanced nature of equipment itself.

2) Construction risk

As the project is located overseas, there are great uncertainties in local land policy, envi-
ronment, manpower, construction management quality and win-win situation of equipment and
materials. These bring certain risks to the construction of the project. The specific sources are
land acquisition and demolition risk, construction environment risk, construction period extension
problem, ECP management risk, construction quality, over-budget risk, high cost risk and supply
chain quality and equipment transshipment risk.

2.2 Construction of Evaluation Index Screening Model
Fuzzy threshold method is based on fuzzy set theory, which evaluates the evaluation object

by single factor, and then gives a comprehensive evaluation result by considering the weight of
each factor. Firstly, according to all indexes of the evaluation object, establish the evaluation
grade. Then, the degree of each index belonging to corresponding grade is calculated to form
a membership matrix, which is also a fuzzy relation matrix. Finally, the matrix and the weight
vector are fuzzily operated and normalized to obtain the fuzzy recognition value of each index.
According to the actual needs, the fuzzy threshold is set. When the fuzzy recognition value is
higher than the preset threshold, the corresponding index is the key index of risk assessment. The
process of fuzzy threshold method is shown in Fig. 3. The concrete steps are as follows:

(1) Determine the factor universe of the object to be evaluated U : U = {u1, u2, . . . , um}.
(2) Determine the domain of discourse on evaluation grade V : V = {v1, v2, . . . , vm}.
(3) According to the membership function, calculate the degree of each grade of each index,

and obtain the evaluation matrix.
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Figure 3: The process of fuzzy threshold method

First, N experts are invited to evaluate each index ui (i= 1, 2, . . . , n), and each expert scores
them according to experience and knowledge, and calculates the grade of membership according
to the membership function. The Tab. 1 shows the results.

Table 1: Expert evaluation form

Factors Comments

v1 v2 v3 . . . vm

u1 x11(k) x12(k) x13(k) . . . x1m(k)

u1 x21(k) x22(k) x23(k) . . . x2m(k)

. . . . . . . . . . . . . . . . . .

u1 xn1(k) xn2(k) xn3(k) . . . xnm(k)

xij(k) is the membership degree which the k-th expert believes that the i-th index ui corre-
sponds to the j-th comment vj. Then the average membership degree rij is:

rij =
∑N

k=1 xij
(k)

N
(1)

The evaluation matrix R can be obtained as follows:

R=

⎡
⎢⎢⎢⎣
r11 r12 · · · r1m
r21 r22 · · · r24
· · · · · · · · · · · ·
rn1 rn2 · · · rnm

⎤
⎥⎥⎥⎦ , 0≤ rij ≤ 1 (2)

where rij is the membership degree obtained by synthesizing all experts’ opinions.

(4) Determine the evaluation grade weight vector: W = (w1, w2, . . . , wm)T , where wi ≥
0,

∑
wi = 1. The weight indicates the importance of each grade to the evaluation result.
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(5) Obtain the fuzzy recognition value vector by point multiplication of the evaluation matrix
and the weight vector B= (b1, b2, . . . , bn)T .

B=R ·W =

⎡
⎢⎢⎢⎣
r11 r12 · · · r1m
r21 r22 · · · r24
· · · · · · · · · · · ·
rn1 rn2 · · · rnm

⎤
⎥⎥⎥⎦ · (w1, w2, . . . , wm)

T (3)

(6) According to experts and practical experience [27], set thresholds and determine key
indicators.

2.3 Evaluation Index System Construction Results
The key factors are extracted from 71 main factors by fuzzy threshold method. First of all,

each index is judged by expert scoring, and it is assumed that the judgment grades are very
important, important, general, unimportant and very unimportant. For each factor, each of six
experts scores and uses a ten-point system to determine its importance. The larger the score, the
more critical the factor is. For example, on “the political stability of the host country,” six experts
need to score it separately, and describe its importance with 8, 9, 10, 7, 8 and 9.

Table 2: The matrix R and B

Matrix R B = R ·W
Results 0.60 0.74 0.30 0.20 0.00 0.56

0.36 0.50 0.50 0.10 0.10 0.38
0.60 0.50 0.50 0.10 0.10 0.52
0.70 0.55 0.30 0.00 0.00 0.56
0.30 0.40 0.42 0.50 0.30 0.35
0.20 0.40 0.50 0.35 0.00 0.29
0.65 0.40 0.40 0.20 0.10 0.53
0.80 0.60 0.41 0.00 0.00 0.64
0.50 0.70 0.43 0.10 0.00 0.49
0.33 0.40 0.28 0.39 0.30 0.35
0.54 0.67 0.42 0.10 0.00 0.51
0.22 0.34 0.20 0.11 0.00 0.23
0.87 0.60 0.55 0.00 0.00 0.70
. . . . . . . . . . . . . . . . . .

0.33 0.24 0.25 0.48 0.30 0.32
0.76 0.83 0.56 0.00 0.00 0.68
0.45 0.55 0.67 0.20 0.00 0.47
0.66 0.75 0.33 0.14 0.00 0.59
0.34 0.44 0.50 0.65 0.33 0.41
0.58 0.88 0.93 0.00 0.00 0.62
0.86 0.90 0.53 0.43 0.20 0.79
0.44 0.26 0.32 0.50 0.20 0.40
0.97 0.45 0.56 0.20 0.00 0.75
0.34 0.56 0.20 0.20 0.00 0.36
0.48 0.75 0.44 0.30 0.20 0.51
0.56 0.67 0.20 0.40 0.10 0.53
0.34 0.70 0.10 0.22 0.30 0.38
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According to the scoring results, the membership degree of each factor to different judgment
levels is obtained, and the fuzzy evaluation matrix R (see the left matrix below) is constructed.
The index sequence in matrix row vector is determined according to the label in fishbone diagram
of Section 2.1. The weight vector is W = [0.6, 0.2, 0.1, 0.1, 0.0]T . The fuzzy evaluation matrix R
is multiplied by the weight set W to obtain the evaluation results of each index, and the results
are shown in the Tab. 2.

According to experts and practical experience, the threshold is set at 0.45.

According to the results of fuzzy threshold method, the influence of each factor on the
investment risk is different. The factors with threshold greater than 0.45 are selected as key factors,
and the investment risk evaluation index system of wind power industry under “the Belt and
Road” is obtained. Tab. 3 shows the results. It should be noted that the indicators obtained from
the screening in this paper are all comprehensive indicators. For example, indicator x27 has taken
the seasonal factors into account, and it has been considered in a comprehensive manner on an
annual basis.

3 Construction of Investment Risk Evaluation Model of Wind Power Industry along the Belt and Road

3.1 Standardized Treatment of Evaluation Index
There are three methods of index standardization: linear processing, logarithmic function

processing and power function processing.

Linear transformation is suitable for the raw data with infinite terminal value or the data that
is obtained indirectly. Mj is the maximum value of the original data of the j-th index; mj is the
minimum value of the original data of the j-th index, and the conversion function is as follows:

x∗ij =
xij −mj

Mj −mj
× 10, i= 1, 2, . . . , m; j= 1, 2, . . . , n (4)

Logarithmic function is mainly applied to basic data when the extreme values are different
orders of magnitude, which means the values are more than three times the quartile difference).
Use natural logarithm method to complete the standardization. The conversion function is as
follows:

x∗ij =
lnxij − lnmj

lnMj − lnmj
× 10, i= 1, 2, . . . , m; j= 1, 2, . . . , n (5)

Power function is mainly applied to basic data when extreme values or singular values are
same order of magnitude. After this type of data is directly standardized, the discrimination is still
small. Therefore, after adopting the natural power exponential function, standardize the obtained
function value. Because some raw data have negative numbers, the power exponent we choosed is
1/3. The conversion function is as follows:

x∗ij =
xij

1
3 −mj

1
3

Mj
1
3 −mj

1
3

× 10, i= 1, 2, . . . , m; j= 1, 2, . . . , n (6)

x*ij is the dimensionless data obtained after standardization (positive correlation is taken as
x*ij and negative correlation is taken as 10 − x*ij), so the numerical range of x*ij is [0, 10].
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Table 3: Investment risk evaluation index system of wind power industry under the background
of the Belt and Road initiative

Dimension Primary index Secondary index

Exogenous risks Political risks Political stability (x1)
Political efficiency (x2)
Great power influence (x3)
Corruption control (x4)

Economic risks Economic growth (x5)
Inflation index (x6)
Financial freedom (x7)
Foreign exchange fluctuation (x8)
Proportion of non-performing loans of banks (x9)

Social risks Capital and personnel mobility restrictions (x10)
Labor market regulation (x11)
Unemployment situation (x12)
The cost of violence and crime (x13)

Legal risks Sovereign credit risk (x14)
Intellectual property disputes (x15)
Labour issues (x16)
Cost input of legal risk prevention (x17)

Endogenous risks Electricity market risks Electrification rate (x18)
Electrification rate (x19)
Electricity demand growth rate (x20)
Wind power generation growth rate (x21)

Strategic risks Managers’ quality (x22)
Perfection of decision-making system (x23)
Load forecasting error (x24)
Bidding risk (x25)

Operational risks Electricity price level (x26)
Availability of wind resources (x27)
Operation reliability of equipment (x28)
Delay rate of electricity bill settlement (x29)
Grid connection difficulty (x30)

Process risks Technical risks Matching of technical standards (x31)
quality of design (x32)
Breach of contract (x33)
Technical stability (x34)
Advanced nature of equipment itself (x35)

Construction risks Construction environmental risk (x36)
Extension of construction period (x37)
Construction quality (x38)
High cost of construction (x39)
Timely rate of upstream supply (x40)
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Get the matrix X =

⎛
⎜⎝
x∗11 · · · x∗1n
...

. . .
...

x∗m1 · · · x∗mn

⎞
⎟⎠ after standardization, where, m is the number of evaluation

target, n is the quantity of evaluation index items.

3.2 Traditional Risk Assessment Model Based on Improved Cloud Model and GRA-TOPSIS
3.2.1 Cloud Model Theory

Cloud model is a model to solve the problem of conversion between qualitative and quan-
titative. The concept of language has obvious uncertainty. Traditional probability theory and
fuzzy mathematics carry out modeling and analysis from the perspective of randomness and
fuzziness, respectively [28]. The cloud model can effectively combine the fuzziness and randomness
to analyze, so as to have a comprehensive cognition of things [29].

(1) Definition and digital characteristics of cloud

Let U be a quantitative universe represented by an exact value, and C be a qualitative concept
on U . If the quantitative value x ∈ U , and x is a random realization of C, u (x) ∈ [0, 1] is a
random number u satisfying u : U → [0, 1] , ∀x ∈U , x→ u (x). Then the distribution of x on the
universe U is called cloud, which is denoted as C (x), and each x is called a cloud drop (x,u (x)).

Cloud model includes three digital characteristics: Expectation Ex, Entropy En and Hyper
entropy He. Among them, Expectation Ex is the point that can best represent the qualitative
concept in the domain space; Entropy En is a comprehensive measure of the uncertainty of
qualitative concept. Hyper entropy He is a measure of entropy uncertainty, which reflects the
dispersion degree of cloud droplets. The greater the super entropy, the greater the thickness and
dispersion of cloud droplets [30]. An example of cloud image is shown in Fig. 4.

Figure 4: Cloud and its digital characters (Ex = 0, En = 1, He = 0.1)

(2) Cloud generator

Cloud generator is an algorithm for generating cloud drops, it mainly includes forward and
reverse cloud generator. The forward cloud generator maps the qualitative information in language
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values to the quantitative data range and distribution law, which is one of the most commonly
used forward generators. Inverse cloud generator effectively converts sample data with precise
values into qualitative linguistic values expressed by (Ex, En, He). The paper applies normal cloud
generator mainly, and the process of generating the required number of cloud droplets is as
follows:

(a) Generating a normal random number E′
n with an expectation of En and a standard

deviation of He.
(b) Generate a normal random number xi with expectation of En and standard deviation of∣∣E′

n

∣∣, and calculate ui = exp

(
− (xi−Ex)2

2E′
n
2

)
.

(c) Circulate a) and b) until n cloud droplets are generated and then stop.

3.2.2 GRA-TOPSIS Risk Assessment Method
When using TOPSIS method [31] to sort and settle the risk levels, firstly, the indicators are

processed by method mentioned in 3.1, so that all indicators are standardized and have the same
trend. Secondly, select an ideal solution and a negative ideal solution under each target attribute.
In this paper, the ideal solution selects the solution with the highest risk level in 20 countries
under each index, and the negative ideal solution is the lowest risk level in 20 countries under
each index. Then, the grey correlation coefficient between each index and the highest risk level,
and the grey correlation coefficient between each index and the lowest risk level are calculated by
using the grey correlation analysis method. Finally, the relative closeness between each index and
the index with the highest risk level is calculated. According to the relative closeness degree, the
risk degree of each scheme under each index is sorted. The relative closeness is between 0 and 1,
and if it is close to 1, the risk level of the scheme is high; and if it is close to 0, the risk level
of the scheme is low, so that all the evaluation schemes can be sorted [32].

Among them, in the distance measure of cloud vector distance, 1-norm is used to measure
the distance between ai (Exi, Eni, Hei) and aj

(
Exj, Enj, Hej

)
which are not zero simultaneously, and

the calculation formula is as follows:

d
(
ai, aj

)=
∥∥ai, aj∥∥

‖ai‖+
∥∥aj∥∥ =

∣∣Exi−Exj
∣∣+ ∣∣Eni−Enj

∣∣+ ∣∣Hei−Hej
∣∣

|Exi| + |Eni| + |Hei| +
∣∣Exj∣∣+ ∣∣Enj∣∣+ ∣∣Hej

∣∣ (7)

3.2.3 Calculation of Index Weight Based on Improved Distance Entropy
Entropy can reduce the influence of subjective factors. This paper uses the concept of distance

entropy to obtain the weight of target attributes. Let m is the number of evaluation target, n is the
quantity of evaluation index items, the index cloud matrix is obtained by cloud model generation
method:

A= (
aij

)
m×n=

⎡
⎢⎢⎢⎢⎢⎣

a11 (Ex11, En11, He11) a12 (Ex12, En12, He12) · · · a1n (Ex1n, En1n, He1n)

a21 (Ex21, En21, He21) a22 (Ex22, En22, He22) · · · a2n (Ex2n, En2n, He2n)

...
...

. . .
...

am1 (Exm1, Enm1, Hem1) am2 (Exm2, Enm2, Hem2) · · · amn (Ex2n, Enmn, Hemn)

⎤
⎥⎥⎥⎥⎥⎦
(8)
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where, a∗ij is cloud vector normalized for the j-th index data of the i-th evaluation object. Define

the distance entropy of the j-th index as:

Cj =

⎧⎪⎪⎨
⎪⎪⎩
−

m∑
i=1

CaiJ∑m
i=1CaiJ

· ln CaiJ∑m
i=1CaiJ

, CaiJ 
= 0

0, CaiJ = 0

(9)

where, CaiJ =

⎧⎪⎨
⎪⎩
√(

aij− a+j
)2
, aij 
= a+j

0, aij 
= a+j

, j= 1, 2, . . . , n. Among them, a+j is the best value in the

j-th attribute.

In this paper, the cloud with the greatest expectation is selected, that is, the greatest
risk, aij − a+j is the distance between two cloud vectors, and the mathematical expression is√(

Exij −E+
xj

)2+(
Enij−E+

nj

)2+(
Heij−H+

ej

)2
.

According to the extremum property of entropy, the closer the value of
CaiJ∑m
i=1CaiJ

is to 1/n,

the greater the value of distance entropy. The greater the distance entropy Cj of index j, the
smaller the difference between the values of different schemes under this index and the optimal
value of this attribute, and the higher the risk degree of schemes.

Normalize the distance entropy as ej = 1
lnn

Cj. Further normalize 1−ej to obtain the objective

weight of index j, that is wj =
1− ej

n−∑n
j=1 ej

, j= 1, 2, . . . , n.

The weight wi reflects the weight under objective data, it is only the weight under the
condition of no preference. Considering that there is a certain preference for the weight allocation
of each index of wind power industry investment risk evaluation along the Belt and Road, the
preference weight coefficient is as follows:

wi = θiwi∑n
i=1 θiwi

(10)

In which, θi indicates the preference for the i-th evaluation index of wind power industry
investment.

3.2.4 Investment Risk Assessment Process of Wind Power Industry Based on Improved Cloud Model
and GRA-TOPSIS

Step 1, determine the evaluation index set U = {U1, U2, . . . , Un} and comment set V =
{V1, V2, . . . , Vt}.

Step 2, generate the standard cloud of comment set, and let the interval of comment t be[
α
ttmax
min

]
. Generating quasi-standard cloud SCt = (Ext, Ent, Het) by using forward normal cloud
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generator [33], in which, Ext = (αt
t
max
min ; Ent=

Ext−Ext−1

3
. When t= 1, En1 = Ex2−Ex1

3
and He=

δ. The value of δ can be taken empirically, but should not be too large, generally 0.1.

Step 3, according to expert scoring or actual data statistics, the n sample values of the
evaluation index are obtained as follows

{
xj
}
, j = 1, 2, . . . , n. Use the reverse cloud generator to

calculate the basic cloud of each evaluation index separately, the computing function is as follows:

(1) Calculate the average value of sample x = 1
n

n∑
j=1

xj, the absolute central moment of the

first-order sample B= 1
n

n∑
j=1

∣∣xj −x
∣∣ , sample variance S2 = 1

n− 1

n∑
j=1

(xj −x)2.

(2) Ex= x.

(3) En=
√
π
2 ×B.

(4) He=
√∣∣S2 −En2

∣∣.
Step 4, generate the basic cloud of each index. After standardization, the cloud model matrix

is obtained:

A=

⎡
⎢⎢⎢⎢⎢⎢⎣

a∗11 (Ex11, En11, He11) a∗12 (Ex12, En12, He12) · · · a∗1n (Ex1n, En1n, He1n)

a∗21 (Ex21, En21, He21) a∗22 (Ex22, En22, He22) · · · a∗2n (Ex2n, En2n, He2n)

...
...

. . .
...

a∗m1 (Exm1, Enm1, Hem1) a∗m2 (Exm2, Enm2, Hem2) · · · a∗mn (Ex2n, Enmn, Hemn)

⎤
⎥⎥⎥⎥⎥⎥⎦

(11)

In this step, the risk level of each index under each scheme can be obtained.

Step 5, get the ideal cloud and negative ideal cloud of each index. Because the standardization
process has made the trend of indicators consistent, the ideal cloud is defined as the cloud with
the highest expectation among all schemes under each indicator, that is, the cloud with the highest
degree of risk; Negative ideal cloud is the cloud with the smallest expected value among all
schemes under each index, that is, the cloud with the smallest risk degree [34,35]. The specific
calculation formula is as follows:

A+ =
{(

max
1≤i≤m

a∗ij | j ∈ [1, n]
)}

= (
a+1 , a

+
2 , . . . , a

+
n
)

(12)

A− =
{(

min
1≤i≤m

a∗ij | j ∈ [1, n]
)}

= (
a−1 , a

−
2 , . . . , a

−
n
)

(13)

Step 6, calculate the grey correlation coefficient matrix of each index cloud vector to ideal
cloud and negative ideal cloud under each scheme.

r+ij = r
(
a∗ij, a

+
j

)
=

miniminj d
(
a∗ij, a

+
j

)
+ δmaximaxj d

(
a∗ij, a

+
j

)
d
(
a∗ij, a

+
j

)
+ δmaximaxj d

(
a∗ij, a

+
j

) (14)
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r−ij = r
(
a∗ij, a

−
j

)
=

miniminj d
(
a∗ij, a

−
j

)
+ δmaximaxj d

(
a∗ij, a

−
j

)
d
(
a∗ij, a

−
j

)
+ δmaximaxj d

(
a∗ij, a

−
j

) (15)

where, d
(
a∗ij, a

+
j

)
is distance from a∗ij to a+j . δ is the resolution coefficient. Usually δ = 0.5.

Step 7, calculate the closeness of each index under each scheme. According to the index close-
ness, the risk degree of each investment scheme can be sorted according to the same index [36].

vij =
r+ij

r+ij + r−ij
(16)

Step 8, Calculate the weight wj of each index according to the improved distance entropy, and
get the comprehensive closeness of each scheme. According to the comprehensive closeness degree,
the risk degree of each investment scheme is ranked. According to formula (18), the comprehen-
sive evaluation cloud is calculated, and the cloud images of the comprehensive average cloud and
each comment standard cloud are generated by using the forward normal cloud generator, and
the comprehensive risk level of each investment scheme is obtained according to its proximity to
each risk level:

vi =
n∑
j=1

wjvij, i= 1, 2, . . . , m (17)

Exi=
n∑
j=1

ωjExij; Eni=
√√√√ n∑

j=1

ωjEnij2; Hei=
n∑
j=1

ωjHeij (18)

3.3 Intelligent Risk Assessment Model Based on MBA-WLSSVM
3.3.1 Modified Bat Algorithm

In the basic BA algorithm, each bat represents a feasible solution in all solution. By iteratively
updating the frequency, velocity, pulse emissivity and loudness of each bat in the swarm, the
optimal solution is searched. The iterative formula of frequency, velocity and position of each bat
in BA algorithm is as follows [37]:

fi = f
(
fminmaxβ|vti = vt−1

i +
(
xt−1
i −x∗

)
fi|xti = xt−1

i − vti
)
min

(19)

where, f i is the frequency of the acoustic pulse emitted by the i-th bat; fminmax are the maximum
frequency and minimum value of the acoustic pulse; β is a random number evenly distributed,
which is between 0 and 1; vti , x

t
i are the speed and position of the bat in the generation

respectively; x∗ represents the be st solution currently searched.

Local search is implemented near the current optimal solution to generate rand1, which is a
random number between 0 and 1. If rand1 > ri (pulse emissivity of the i-th bat), the following
local search strategies are implemented:

xti = x∗ + εAt (20)

where, ε is a random number evenly distributed between −1 and 1, and At is the average loudness
of all bats in the t-th generation.
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Then, generate random numbers rand2 between 0 and 1, if rand2 < Ai (loudness of the i-th
bat), and y

(
xti
)
< y (x∗) , the position is accepted, and the loudness Ati and pulse emissivity rti is

updated by Eqs. (21) and (22).

At+1
i = αAti (21)

rt+1
i = r0i [1− exp(−γ t)] (22)

where, α is the volume attenuation coefficient; γ is the pulse frequency enhancement coefficient;
r0i is the initial pulse emissivity. For any number meets the conditions 0< α < 1, γ > 0, when the

number of iterations tends to infinity, Ati tends to 0 and rti tends r
0
i .

Compared with PSO algorithm and other swarm intelligence optimization methods, BA algo-
rithm has stronger optimization ability, but at the same time, the disadventages of falling into
local optimization and poor population diversity in the late evolution stage are obvious. For the
sake of the global convergence of the population, a chaotic bat algorithm based on Tent chaotic
mapping is proposed [38].

(1) Tent mapping

The results show that compared with logistic map, Tent mapping has better ergodicity and
randomness. The mathematical expression of Tent chaotic mapping is as follows:

zk+1 =
{
2zk 0≤ zk ≤ 0.5

2 (1− zk) 0.5≤ zk ≤ 1
(23)

(2) Using Tent chaotic mapping to initialize bat position

Compared with the randomly generated initial population, initializing the population by tent
chaotic mapping can improve the diversity of bat population, the steps are as follows:

1) Generate D random numbers to form the initial sequence z1 =
(
z1,1, z1,2, . . . , z1,D

)
, D is

the number of control variables.

2) According to Eq. (23), a chaotic sequence is generated to form the matrix Z as follows:

z=

⎡
⎢⎢⎢⎢⎣
z1, 1 z1, 2 · · · z1,D
z2, 1 z2, 2 · · · z2,D
...

... · · · ...

zNp, 1 zNp, 2 · · · zNp,D

⎤
⎥⎥⎥⎥⎦ (24)

where, Np is the bat population size.

3) According to formula (24), the initial bat population X0 is produced.

xij,0 = xjmin+ zij(xjmax−xjmin) (25)

(3) Using Tent chaotic mapping to update pulse emissivity

Pulse frequency enhancement coefficient γ has a greater influence on the optimization perfor-
mance of BA algorithm then oter algorithm, When γ is large, the algorithm has strong global
search ability. When it is small, although the convergence speed is faster, it is easy to be attracted
by the local optimal solution and fall into the local optimum. In order to take into account the
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global search ability and local mining ability of the algorithm, Tent chaotic map is used to update
the pulse emissivity as follows:

rti =
[
r0i +

(
ri− r0i

)
t

tmax

]
zi1 (26)

where, ri is the final pulse emissivity; tmax is the maximum number of iterations.

(4) Dynamic adaptive update speed

In the basic BA algorithm, the constant rate update coefficient is 1, which makes bats unable
to dynamically search for prey, thus reducing the population diversity. Therefore, this paper adopts
the following dynamic adaptive speed update method:

ω= cos
(
π t

2tmax
+π

)
+ 1 (27)

vti =ωvt−1
i +

(
xt−1
i −x∗

)
ft (28)

where, ω is the dynamic velocity update coefficient. It can be seen from Eq. (27) that ω is
the dynamic value of [0, 2], which can further enhance the global optimization ability of bat
population.

3.3.2 Weighted Least Squares Support Vector Machine (WLSSVM)
(1) Least squares support vector machine (LSSVM)

LSSVM is an extension of SVM. It constructs the optimal decision surface, and then applies
the principle of risk minimization to transform the inequality operation of SVM into the solu-
tion of equations, thus reducing the complexity of calculation and speeding up the operation
speed [39].

Set a given sample as T = {(
xi, yi

)}N
i=1, N is quantity of samples, then the model of samples

is as follows:

y (x)=wT ·φ (x)+ b (29)

where, φ (∗) is the projection of training samples into AmI-Space, w is the weighted vector, and
b is the offset;

According to solve following functions, the LSSVM’s optimization problem will be overcome:

min
1
2
wTw+ 1

2
γ

N∑
i=1

ξ2i (30)

s.t yi =wTϕ (xi)+ b+ ξi, i= 1, 2, 3, . . . , N (31)

In the formula, γ is the penalty coefficient, which is used to balance the complexity and
accuracy of the model; ξ i is the estimation error; in order to solve the above equation, it needs to
be converted into Lagrange function for solution, and the solution process will be listed in detail
below.

(2) Improved method of LSSVM

1) Lateral weighting of input vector
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Risk intelligence evaluation is a multi input and single output model, and the values in the
input vector are distributed horizontally with the number of input indicators. The influence of
different evaluation index values on the evaluation results can be reflected, the pecific treatment
method is as follows:

x̂i = xki · δ (1− δ)n−i , k= 1, 2, . . . , l (32)

where, x̂i is input vector, which is weighted; xki is the original input vector; k the input vector
dimension; δ is a constant.

2) Longitudinal weighting of training sample set

The results of risk assessment are related to the elements of input vector, in addition, it is
related to the sample groups, that is, the close samples have a greater impact on the evaluation
results. Therefore, it is necessary to assign different membership values to the current evaluation
results to reduce the impact of the close samples on the intelligent evaluation model, and at
the same time, increase the impact of the remote samples on the evaluation model. Here, the
linear membership degree can be used to calculate the given membership value. The equation is
as follows:

μi = β + i (1−β)
N

, 0≤μi ≤ 1 (33)

where, μi is the membership value; β is the constant between [0, 1]; i= 1, 2, . . . , N .

Then the input sample set can be changed into: T = {(
x1, y1, μ1

) (
x2, y2, μ2

) · · · (
xN , yN , μN

)}
.

The determination of β directly affects LSSVM model to fit, so β can be determined by
calculating the grey correlation coefficient. The calculation formula of grey correlation coefficient
is as follows:

r (x0 (k) , xi (k))= ki(min)+ρki(max)
ki+ρki(max)

(34)

ki = |x0 (k)−xi (k)| ρ ∈ [0, 1] (35)

βi =
N∑
k=1

r (x0 (k) , xi (k)) (36)

Since the risk assessment model is usually in the form of multi input and single output, this
paper makes x0 =Y , Y = {y1, y2, . . . , yN}.

(3) Construction of weighted least squares support vector machine (WLSSVM)

The improved method is applied to LSSVM to form WLSSVM. Therefore, the objective
function can be described by the following formula:

min
1
2
wTw+ 1

2
γ

N∑
i=1

μiξ
2
i (37)

s.t yi =wTϕ (xi)+ b+ ξi, i= 1, 2, 3, . . . , N (38)



1088 CMES, 2021, vol.128, no.3

Then establish lagrange function as follows:

L (w, b, ξi, αi)= 1
2
wTw+ 1

2
γ

N∑
i=1

μiξ
2
i −

N∑
i=1

αi[wTϕ (xi)+ b+ ξi− yi] (39)

The elimination of w and ξi leads to the following equation:[
0 eTn
en 
+ γ−1μ−1 · I

]
·
[
b

a

]
=

[
0

y

]
(40)

where, a= [a1, a2, . . . , an] , y= [y1, y2, . . . , yn]
T .

The above equation is solved as follows:

y (x)=
N∑
i=1

αi ·K (xi, x)+ b (41)

where, K (xi, x) is the kernel equation; This paper select the wavelet kernel function K (xi, x) =
N∏
i=1

ψ

(
xi−x

′
i

σ i

)
. By introducing the wavelet kernel function into y (x), we get the results:

y (x)=
N∑
i=1

αi

N∏
i=1

ψ

(
xi−x′i
σi

)
+b (42)

ψ(x)= cos(1.75x) · exp
(
−x2
2

)
(43)

Finally, WLSSVM regression model is obtained:

y (x)=
N∑
i=1

αi

N∏
i=1

{
cos

[
1.75

(
xi−x′i

)
σi

]
· exp

[
−(xi −x′i)

2

σi

]}
+b (44)

(4) Construction of wavelet kernel function

Only when the kernel function satisfies the following two theorems can it become the kernel
function of LSSVM.

1) Mercer theorem

k
(
x,x′) is a continuous symmetric kernel, which can be extended to the following form:

k
(
x,x′

)= ∞∑
i=1

λigi (x)gi
(
x′
)

(45)

In this formula, λi is a positive value. for the sake of complete convergence of the extended
form, the necessary and sufficient conditions are as follows:∫∫

k
(
x,x′

)
g (x)g (x)dxdx′ ≥ 0,x,x′ ∈Rn (46)
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For all functions g (∗), the following conditions should be satisfied:

{
g(∗) 
= 0∫
Rn g

2 (ξ)dξ <∞
where, g (xi) denotes the characteristic function, λi represents the eigenvalue, and all of them are
positive values, so we know that the kernel function k

(
x,x′) is a positive definite function.

2) Smola and scholkopf theorem

When the kernel function satisfies Mercer theorem, it can be used as the least squares support
vector machine by proving that the function k

(
x,x′) satisfies the following equation:

F(x)(ω)= (2π)− n
2

∫
Rn

exp(−J(ω ·x))k(x)dx≥ 0, x ∈Rn (47)

3) Construction of wavelet kernel function

When the wavelet kernel equation meets the conditions: ψ (x) ∈L2 (R)∩L′ (R) and ψ̂ (x)= 0,
ψ̂ (x) is the Fourier transform of ψ (x), then it can be defined as follows:

ψσ ,m(x)= (σ )
1
2ψ

(
x−m
σ

)
, x ∈R (48)

where, σ is the coefficient of shrinkage and expansion and m is the coefficient of horizontal
floating, and σ > 0, m ∈R.

When f (x)∈ L2 (R), the wavelet of f (x) can be transformed:

W (σ , m)= σ 1
2

∫ +∞

−∞
f (x)ψ∗

(
x−m
σ

)
dx (49)

where, ψ∗ (x) is the complex conjugate function of ψ (x); the wavelet transform function W (σ , m)
is reversible. Then we can get the following results:

f (x)=C−1
ϕ

∫ +∞

−∞

∫ +∞

−∞
W (σ , m)ψσ ,m (x)

dσ
σ 2 dm (50)

where, Cϕ =
∫ +∞
−∞

|ψ̂(w)|2
|w| dw<∞, ψ̂ (w)= ∫

ψ(x)exp(−Jwx)dx.

In the above formula, Cϕ is a constant. Assuming that function ψ (x) is a one-dimensional
function, the multidimensional wavelet equation can be described by tensor theory as follows:

ψl (x)=
i=1
l

�ψ (xi) , x ∈Rlxd , xi ∈Rd (51)

Thus, the horizontal floating kernel function as follows can be construct:

k
(
x, x′

)= i=1
l

�ψ

(
xi−x′i
σi

)
, σi > 0 (52)
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In LSSVM, kernel equation should satisfy Fourier transform, so wavelet kernel function can
be used as kernel equation of LSSVM only when it satisfies Fourier transform. Therefore, it is
necessary to prove the following equation:

F [k](w)= (2π)− l
2

∫
Rl
exp(−J(wx))k(x)dx≥ 0 (53)

In order to guarantee the generalization of wavelet kernel function, Morlet wavelet generating
function is selected to prove the above equation:

ψ(x)= cos(1.75x)exp(−x2/2) (54)

Then k
(
x,x′

)
can be written as follows:

k(x, x′)=
i=1
l

�

{
cos

[
1.75

(∥∥xi−x′i
∥∥2

2σ 2

)]
exp

[
−
∥∥xi−x′i

∥∥2
2σ 2

]}
=

i=1
l

� cos
(
1.75Xi
σ

)
exp(−‖xi‖2 /2σ 2)

(55)

where, σ can be obtained by sample fitting; x ∈ RN , σ , xi ∈ RN . It can be seen from the above
formula that the multidimensional wavelet function can be the kernel function of multidimensional
least squares support vector machine.

3.3.3 Intelligent EvaluationProcess of Wind Power Industry Investment RiskBased onMBA-WLSSVM
This section proposes the mba-wlssvm intelligent evaluation model, that is, using the improved

bat algorithm to optimize WLSSVM, so as to obtain the optimal values of γ and σ in WLSSVM
model, and finally get the evaluation results and analyze the results.

The concrete processes of the proposed intelligent evaluation framework are as follows:

Step 1: select the initial input variables and preprocess the data.form the set of initial input
variables of X = {xi, i= 1, 2, . . . , n}, and the original data of each input factor xi is processed
quantitatively and standardized.

Step 2: initialize the parameters in the improved bat algorithm and WLSSVM model.

Step 3: get γ and σ of WLSSVM model optimized by MBA algorithm. The γ and σ of
WLSSVM model will have an important impact on the final evaluation effect. Therefore, this
model uses the improved bat algorithm to search for a and B of WLSSVM model. When the
iteration number reaches the maximum, it indicates that the best parameters have been obtained;
if the number of iterations is not close to the maximum number of iterations, the algorithm
needs to be run to obtain the corresponding optimal solution set. Then, γ and σ optimized by
the improved bat algorithm are used to retrain and test the WLSSVM in the test sample set,
and adjust this parameter again to obtain the optimal intelligent evaluation model of wind power
industry investment risk.

Step 4: output the intelligent evaluation results and analyze the results. According to the
above-mentioned optimal wind power industry investment risk intelligent evaluation model, simu-
lation calculation is carried out, and the results of intelligent evaluation and traditional evaluation
model are compared and verified.
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4 Empirical Analysis

In this paper, the basic data of 20 countries along the Belt and Road are selected to carry out
empirical analysis and research on investment risk evaluation of wind power industry. Through
the risk assessment model of the wind power industry along the Belt and Road constructed above,
the corresponding index values are substituted for calculation, and then the risk assessment results
are obtained.

4.1 Determine the Evaluation Index Set and Comment Set
Through the investment risk evaluation index identified above, an evaluation index set is

established. It mainly includes 40 specific indicators under political risk, economic risk, social risk,
legal risk, power market risk, strategic risk, operational risk, technical risk and construction risk.
According to the classification slogan of risk level, there are five levels and five standard cloud
model of each risk level, as is shown in Tab. 4.

Table 4: Risk classification and standard cloud model

Risk
level

Coping style Value
range

Standard
cloud

Output of intelligent
evaluation model

Low No processing required [0, 2) (1, 0.667, 0.1) 1
Lower Focus on, no need to take measures. [2, 4) (3, 0.667, 0.1) 2
General Focus on and prepare for measures. [4, 6) (5, 0.667, 0.1) 3
Higher Focus on and take appropriate measures. [6, 8) (7, 0.667, 0.1) 4
High Measures must be taken immediately. [8, 10) (9, 0.667, 0.1) 5

The table above shows the numerical range of all risk levels is controlled within [0, 10]. The
standard cloud model is of great significance in the investment risk assessment of wind power
industry under the Belt and Road initiative. After the comprehensive evaluation cloud is obtained
through the final calculation, it is contrasted with the standard cloud to measure the superior
and inferior grades of the results. According to the GRA-TOPSIS risk assessment method, the
comprehensive closeness degree is calculated, and the comprehensive risk ranking of 20 countries
is obtained.

In order to obtain the intelligent evaluation results based on MBA-WLSSVM model, this
paper set country category ID through the characteristics of wind power industry investment
risk level of the countries along the line of “the Belt and Road” as 1–5, which respectively
represent the low, lower, general, high and high level of investment risk. If the output result of
the intelligent evaluation model is 1, it means that the investment risk grade of the evaluated
national wind power industry is low; if the output result is 2, the grade is lower; the result of 3
means the grade is general; the result of 4 means the grade is higher; the result of 5 means that
the grade is high.

4.2 Risk Assessment of Wind Power Industry Investment Based on Improved Cloud Model and GRA-
TOPSIS

Selecting 20 countries including Cambodia, Singapore, Kazakhstan, Russia, India, etc.,
combined with expert scoring method and actual data analysis method, the index data are
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dimensionless. Then the index value is mapped to [0, 10], and the basic cloud of each index is
generated. Due to limited space, only some data is shown in Tab. 5.

Table 5: Basic cloud of each index

Order
number

Nation Index

x1 x2 x3 . . . x40

1 Cambodia (7.523, 0.613, 0.321) (6.464, 0.432, 0.132) (5.245, 0.344, 0.113) . . . (6.634, 0.536, 0.135)
2 Singapore (2.454, 0.424, 0.133) (4.656, 0.323, 0.152) (3.572, 0.321, 0.013) . . . (5.243, 0.435, 0.214)
3 Kazakhstan (4.245, 0.507, 0.158) (5.355, 0.599, 0.196) (3.535, 0.452, 0.196) . . . (8.171, 0.863, 0.311)
4 Russia (7.525, 0.768, 0.244) (8.474, 0.919, 0.236) (6.432, 0.731, 0.196) . . . (1.313, 0.167, 0.058)
5 India (5.354, 0.622, 0.229) (4.556, 0.535, 0.141) (7.543, 0.825, 0.281) . . . (8.356, 0.911, 0.262)
6 Bangladesh (7.451, 0.808, 0.236) (7.436, 0.781, 0.211) (4.525, 0.502, 0.225) . . . (2.476, 0.286, 0.078)
7 Myanmar (8.025, 0.891, 0.225) (7.966, 0.863, 0.289) (8.467, 0.946, 0.299) . . . (6.572, 0.666, 0.225)
8 Malaysia (5.678, 0.601, 0.211) (6.367, 0.647, 0.191) (8.574, 0.877, 0.303) . . . (5.528, 0.639, 0.187)
9 Philippines (7.352, 0.807, 0.295) (7.474, 0.758, 0.265) (6.036, 0.676, 0.201) . . . (4.459, 0.456, 0.151)
10 Thailand (5.353, 0.579, 0.221) (4.564, 0.523, 0.181) (6.632, 0.736, 0.212) . . . (6.559, 0.663, 0.243)
11 Pakistan (8.564, 0.922, 0.321) (7.866, 0.838, 0.303) (9.546, 1.005, 0.329) . . . (1.549, 0.196, 0.107)
12 Indonesia (6.897, 0.694, 0.223) (7.324, 0.762, 0.246) (6.967, 0.705, 0.194) . . . (3.691, 0.397, 0.172)
13 Czech

Republic
(5.768, 0.613, 0.191) (4.546, 0.514, 0.147) (6.424, 0.696, 0.242) . . . (5.304, 0.614, 0.203)

14 Poland (4.546, 0.541, 0.177) (5.356, 0.618, 0.202) (6.244, 0.698, 0.192) . . . (4.846, 0.491, 0.183)
15 Turkey (6.674, 0.766, 0.231) (7.464, 0.758, 0.205) (5.366, 0.598, 0.159) . . . (2.015, 0.289, 0.158)
16 New

Zealand
(3.561, 0.424, 0.136) (6.245, 0.702, 0.183) (2.466, 0.271, 0.131) . . . (1.618, 0.215, 0.134)

17 Vietnam (7.474, 0.814, 0.269) (6.367, 0.731, 0.225) (5.768, 0.667, 0.214) . . . (2.541, 0.281, 0.079)
18 Sri Lanka (6.351, 0.684, 0.201) (4.563, 0.518, 0.152) (6.267, 0.644, 0.203) . . . (5.608, 0.573, 0.149)
19 Iraq (9.754, 1.067, 0.316) (7.545, 0.842, 0.221) (7.567, 0.817, 0.266) . . . (4.501, 0.549, 0.182)
20 Israel (4.365, 0.461, 0.121) (4.245, 0.444, 0.123) (8.366, 0.575, 0.204) . . . (5.234, 0.947, 0.278)

According to the risk index cloud models of different countries mentioned above, the positive
and negative ideal solution of each index are obtained, as shown in Tab. 6. In this paper, the
positive ideal solution is defined as the cloud model with the greatest risk.

Table 6: Positive ideal solution and negative ideal solution of each index

Index Positive ideal
solution

Negative ideal
solution

Index Positive ideal
solution

Negative ideal
solution

x1 (9.754, 1.067, 0.316) (2.454, 0.424, 0.133) x21 (9.955, 1.014, 0.331) (2.589, 0.333, 0.171)
x2 (8.474, 0.919, 0.236) (3.245, 0.444, 0.123) x22 (9.887, 1.013, 0.306) (1.038, 0.112, 0.127)
x3 (9.546, 1.005, 0.329) (2.466, 0.271, 0.131) x23 (9.222, 0.958, 0.302) (1.631, 0.171, 0.115)
x4 (7.895, 0.806, 0.217) (3.544, 0.374, 0.187) x24 (9.639, 0.972, 0.314) (1.673, 0.226, 0.123)
x5 (9.696, 0.978, 0.306) (1.223, 0.222, 0.067) x25 (8.914, 0.924, 0.259) (1.351, 0.174, 0.071)
x6 (9.394, 1.013, 0.321) (1.488, 0.182, 0.137) x26 (8.726, 0.889, 0.268) (1.498, 0.238, 0.123)
x7 (9.538, 0.971, 0.288) (1.384, 0.173, 0.111) x27 (9.276, 1.019, 0.288) (1.205, 0.197, 0.081)
x8 (9.908, 1.019, 0.347) (2.516, 0.313, 0.103) x28 (9.493, 1.031, 0.276) (1.505, 0.233, 0.137)
x9 (9.624, 1.014, 0.323) (1.021, 0.189, 0.053) x29 (9.414, 1.036, 0.329) (1.351, 0.147, 0.101)
x10 (9.651, 0.977, 0.249) (1.111, 0.119, 0.041) X30 (9.551, 0.975, 0.258) (1.699, 0.182, 0.108)
x11 (9.087, 0.938, 0.289) (1.97, 0.253, 0.135) X31 (9.845, 1.062, 0.267) (1.261, 0.196, 0.071)

(Continued)
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Table 6 (Continued)

Index Positive ideal
solution

Negative ideal
solution

Index Positive ideal
solution

Negative ideal
solution

x12 (7.82, 0.803, 0.235) (1.594, 0.215, 0.139) X32 (9.166, 0.989, 0.297) (1.658, 0.195, 0.053)
x13 (9.996, 1.066, 0.311) (3.271, 0.412, 0.106) X33 (8.414, 0.934, 0.239) (1.971, 0.221, 0.063)
x14 (9.741, 0.983, 0.296) (1.598, 0.238, 0.084) X34 (9.103, 1.009, 0.304) (1.254, 0.211, 0.063)
x15 (9.954, 1.071, 0.271) (1.692, 0.263, 0.126) X35 (9.295, 1.016, 0.283) (1.454, 0.421, 0.256)
x16 (9.815, 1.016, 0.331) (1.121, 0.173, 0.127) X36 (9.484, 0.991, 0.342) (1.174, 0.138, 0.118)
x17 (9.558, 1.028, 0.341) (1.049, 0.204, 0.101) x37 (9.701, 1.011, 0.347) (3.508, 0.234, 0.095)
x18 (9.795, 1.006, 0.264) (1.241, 0.153, 0.068) x38 (9.954, 1.021, 0.342) (1.375, 0.227, 0.064)
x19 (9.763, 1.075, 0.323) (2.145, 0.235, 0.061) x39 (8.922, 0.906, 0.305) (1.581, 0.193, 0.054)
x20 (9.729, 1.015, 0.255) (1.857, 0.192, 0.076) x40 (8.356, 0.911, 0.262) (1.313, 0.167, 0.058)

For each country’s investment scheme, the grey correlation coefficient matrix from cloud
vector to ideal cloud and negative ideal cloud of each index is shown in r+ and r− respectively.
The results are presented in Tab. 7.

Table 7: The results of r+ and r−

Items r+ r−

Results

0.599 0.718 0.447 . . . 0.513 0.522 0.571 0.750 . . . 0.456
0.409 0.499 0.407 . . . 0.628 1.000 0.849 0.893 . . . 0.404
0.506 0.643 0.472 . . . 0.964 0.624 0.629 0.681 . . . 0.357
0.751 1.000 0.673 . . . 0.355 0.454 0.479 0.475 . . . 1.000
0.807 0.836 0.869 . . . 1.000 0.440 0.520 0.423 . . . 0.355
0.747 0.857 0.533 . . . 0.624 0.455 0.513 0.575 . . . 0.405
0.802 0.924 0.875 . . . 0.766 0.441 0.492 0.422 . . . 0.377
0.601 0.734 0.879 . . . 0.665 0.521 0.564 0.422 . . . 0.395
0.744 0.858 0.641 . . . 0.565 0.456 0.511 0.490 . . . 0.427
0.580 0.576 0.690 . . . 0.766 0.537 0.713 0.469 . . . 0.377
0.861 0.907 1.000 . . . 0.371 0.429 0.495 0.406 . . . 0.811
0.694 0.844 0.712 . . . 0.579 0.473 0.517 0.461 . . . 0.421
0.607 0.572 0.673 . . . 0.501 0.517 0.720 0.475 . . . 0.466
0.526 0.645 0.657 . . . 0.599 0.594 0.627 0.483 . . . 0.413
0.683 0.857 0.587 . . . 0.403 0.477 0.513 0.523 . . . 0.633
0.464 0.727 0.406 . . . 0.377 0.719 0.567 1.000 . . . 0.765
0.752 0.745 0.622 . . . 0.427 0.453 0.558 0.500 . . . 0.564
0.652 0.573 0.655 . . . 0.663 0.491 0.717 0.483 . . . 0.395
1.000 0.923 0.869 . . . 0.845 0.409 0.495 0.423 . . . 0.367
0.508 0.479 0.734 . . . 0.667 0.618 1.000 0.454 . . . 0.393

Through calculating, the closeness degree matrix of each index is obtained, as shown in
Tab. 8.
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Table 8: The closeness degree of each index

Item v

Results

0.534 0.557 0.373 . . . 0.529
0.290 0.370 0.313 . . . 0.608
0.448 0.506 0.410 . . . 0.730
0.623 0.676 0.586 . . . 0.262
0.647 0.616 0.672 . . . 0.738
0.622 0.625 0.481 . . . 0.606
0.645 0.652 0.675 . . . 0.670
0.536 0.566 0.676 . . . 0.628
0.620 0.627 0.567 . . . 0.570
0.519 0.447 0.596 . . . 0.670
0.668 0.647 0.711 . . . 0.314
0.595 0.620 0.607 . . . 0.579
0.540 0.443 0.586 . . . 0.518
0.470 0.507 0.576 . . . 0.592
0.589 0.625 0.529 . . . 0.389
0.392 0.562 0.289 . . . 0.330
0.624 0.572 0.554 . . . 0.431
0.570 0.444 0.576 . . . 0.627
0.710 0.651 0.672 . . . 0.697
0.451 0.324 0.618 . . . 0.630

According to the improved distance entropy weight calculation method, the preference weight
is obtained. The weights are shown in Tab. 9.

Table 9: Weight of each index

Index wi θi wi Index wi θi wi

x1 0.0239 1.3 0.0271 x21 0.0257 1.5 0.0336
x2 0.0272 1 0.0237 x22 0.0236 0.9 0.0185
x3 0.0252 1.1 0.0242 x23 0.0250 1 0.0218
x4 0.0288 0.9 0.0226 x24 0.0246 1 0.0215
x5 0.0261 1.2 0.0273 x25 0.0262 1.1 0.0251
x6 0.0256 0.9 0.0201 x26 0.0245 1.3 0.0278
x7 0.0275 0.8 0.0192 x27 0.0269 1.5 0.0352
x8 0.0226 1.4 0.0276 x28 0.0229 1.1 0.0220
x9 0.0244 1.3 0.0276 x29 0.0226 1.2 0.0237
x10 0.0238 1.2 0.0249 X30 0.0239 1.4 0.0292
x11 0.0256 0.8 0.0178 X31 0.0237 1 0.0207
x12 0.0249 0.9 0.0195 X32 0.0231 1.1 0.0222
x13 0.0260 0.9 0.0204 X33 0.0246 1.3 0.0279
x14 0.0249 1.3 0.0283 X34 0.0243 1.4 0.0297
x15 0.0242 1 0.0211 X35 0.0280 1.3 0.0318
x16 0.0241 1.4 0.0295 X36 0.0258 1.5 0.0338
x17 0.0244 0.8 0.0171 x37 0.0274 1.3 0.0311
x18 0.0228 1.1 0.0219 x38 0.0257 1.1 0.0246
x19 0.0230 1.1 0.0221 x39 0.0265 1 0.0231
x20 0.0253 1.4 0.0309 x40 0.0248 1.1 0.0238
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According to the preference weight, obtained by the above method, the comprehensive close-
ness degree and comprehensive cloud model of each scheme are realized. The comprehensive
evaluation results are shown in Tab. 10.

Table 10: Risk assessment results

Order
number

Nation Comprehensive
closeness degree

Risk
ranking

Comprehensive
cloud model

Risk level

1 Cambodia 0.539 13 (4.842, 0.301, 0.215) General
2 Singapore 0.462 20 (3.795, 0.197, 0.192) Lower
3 Kazakhstan 0.537 14 (5.167, 0.428, 0.201) General
4 Russia 0.543 10 (5.321, 0.424, 0.187) General
5 India 0.633 2 (7.212, 0.477, 0.211) Higher
6 Bangladesh 0.61 3 (6.524, 0.449, 0.201) Higher
7 Myanmar 0.553 7 (5.611, 0.451, 0.201) General
8 Malaysia 0.519 18 (4.779, 0.35, 0.181) General
9 Philippines 0.549 8 (5.277, 0.388, 0.198) General
10 Thailand 0.531 15 (4.958, 0.348, 0.185) General
11 Pakistan 0.574 5 (5.85, 0.466, 0.214) General
12 Indonesia 0.589 4 (6.177, 0.444, 0.212) Higher
13 Czech Republic 0.524 16 (4.677, 0.444, 0.209) General
14 Poland 0.541 11 (5.214, 0.451, 0.2) General
15 Turkey 0.544 9 (5.248, 0.387, 0.189) General
16 New Zealand 0.522 17 (4.907, 0.351, 0.181) General
17 Vietnam 0.539 12 (5.259, 0.39, 0.196) General
18 Sri Lanka 0.572 6 (5.835, 0.446, 0.199) General
19 Iraq 0.658 1 (8.003, 0.469, 0.203) High
20 Israel 0.481 19 (3.941, 0.413, 0.195) Lower

According to the comprehensive cloud model, forward normal cloud generator algorithm
and MATLAB simulation, the comprehensive evaluation cloud picture is obtained. Taking Iraq,
Indonesia, Malaysia and Singapore as examples, the comparison results between them and the
standard cloud images of each comment set are displayed. The specific comparison is shown in
Figs. 5–8.
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Figure 5: Comparison between Iraqi integrated cloud and standard cloud
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Figure 6: Comparison between Indonesia integrated cloud and standard cloud
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Figure 7: Comparison between Malaysia integrated cloud and standard cloud
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Figure 8: Comparison between Singapore integrated cloud and standard cloud
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The above evaluation results show that the comprehensive risk of Iraq is at a high level, while
India, Bangladesh and Indonesia are at a higher risk level, and the local security situation has
been in an unstable state. On the one hand, there are increasingly sharp contradictions in politics,
religion and race; on the other hand, there are violent terrorist attacks. All these make it possible
for new conflicts to break out in Iraq at any time, this is a security risk that must be considered for
Chinese enterprises in Iraq. In addition, the technology contracts signed between Iraq and foreign
companies have a long cycle, and its imperfect laws and regulations and unsupervised supporting
legal system greatly increase the uncertainty of the future. Pakistan, Sri Lanka, the Philippines
and other 14 countries are at the general risk level, the main influencing factors of these countries
are diversity. For example, there are great risks in the business environment in Pakistan. On
the one hand, the domestic situation is unstable, and on the other hand, a great quantity of
local high-quality talents flow out, these make investment in Pakistan face the risk of labor and
technical personnel shortage. The country also has problems such as imperfect infrastructure.
These countries need to focus on and prepare for risk management measures in time. Israel and
Singapore are at a lower risk level, and these two countries are in the leading position among
the 20 countries due to their rapid economic development. Therefore, when Chinese wind power
enterprises invest overseas in the economies represented by these countries, the risks brought by
economic fluctuations and overall changes are relatively small.

As a result of analysis, the comprehensive risk evaluation model based on improved cloud
model and GRA-TOPSIS reflects the risk situation of wind power industry investment in 20 coun-
tries objectively and truly. And it also has certain reference significance for investment evaluation
in other countries.

4.3 Risk Assessment and Analysis of Wind Power Industry Investment Based on MBA-WLSSVM
By applying the improved cloud model and GRA-TOPSIS, this paper calculates the objective

and accurate evaluation result and the rank of the wind power industry of 20 countries along
the line of “the Belt and Road” , but the calculation of the model is complex, inefficient and
workload. When facing massive and real-time dynamic data of the countries along the line of
“the Belt and Road”, it is inevitable that the method is difficult to quickly and effectively calculate
the wind power industry investment risk assessment results and the level, and it is also difficult
to take timely and effective response measures. Therefore, the paper further completes the risk
evaluation of the wind power industry of 20 countries along the line of “the Belt and Road”
by the constructed method of intelligent evaluation, and proves the effectiveness of the intelligent
evaluation model. This part continues to use the wind power industry investment risk data of the
above 20 countries as the test sample, and selects the wind power industry investment risk data
of other 20 countries as the training sample.

In this paper, the experiment and modeling platform is matlab R2014a, the running envi-
ronment is Intel Core i5-6300u, 4G memory, 500g hard disk. By setting the population size of
MBA algorithm to 40, the maximum number of iterations is 1000, the frequency range is [0, 2],
the initial loudness A0 is 1.0, and the volume attenuation coefficient α is 0.95, the parameters of
WLSSVM model calculated are γ = 26.5658 and σ 2 = 18.1618 respectively. Parameter setting of
MBA algorithm is shown in Tab. 11.
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Table 11: Parameter setting table of MBA algorithm

Parameter Value Parameter Value

Population size 40 The maximum number of iterations 1000
Frequency range [0, 2] Initial loudness 1.0
Volume attenuation coefficient 0.95

To test the adventages of the intelligent evaluation model proposed above, the paper uses
MBA-WLSSVM model, BA-WLSSVM model, standard LSSVM model and standard SVM model
for comparative experiments based on test sample data. The initial pulse emissivity of BA algo-
rithm is 0.75 and the enhancement coefficient of pulse frequency is 0.05. In the standard LSSVM
model, the parameter γ is 8.2126 and σ 2 is 15.6819. In the standard SVM model, the penalty
parameter c is 7.162, the kernel function parameter g is 0.366, and the loss function parameter p
is 1.766.

The constructed evaluation index system is taken as input samples, which are respectively
brought into the evaluation model. The results of the test samples are shown in Tab. 12 and
Fig. 9. 1–5 in Fig. 9 respectively represent the low, lower, general, higher and high investment risk
levels of the wind power industry.

Table 12: Comparison of evaluation results of each model

Order
number

Nation Comprehensive
evaluation level

MBA-WLSSVM MBA-LSSVM BA-LSSVM LSSVM SVM

1 Cambodia General General General Higher General Lower
2 Singapore Lower Lower Lower Lower Lower Lower
3 Kazakhstan General General General General Higher General
4 Russia General General Low General General Higher
5 India Higher High Higher General Higher Higher
6 Bangladesh Higher Higher Higher Higher Higher General
7 Myanmar General General General General General General
8 Malaysia General General General Higher General General
9 Philippines General General General General General General
10 Thailand General General Higher General Higher General
11 Pakistan General General Higher General General Higher
12 Indonesia Higher Higher Higher Higher General Higher
13 Czech Republic General General General General General General
14 Poland General General General General General General
15 Turkey General General General Higher General Higher
16 New Zealand General General General General General lower
17 Vietnam General General General General Higher General
18 Sri Lanka General General General General General General
19 Iraq high high high high Higher high
20 Israel lower lower lower lower lower Higher
Relative error 0 5% 15% 20% 25% 35%
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Figure 9: Comparison of evaluation results of test samples

From Tab. 12 and Fig. 9, the relative error of investment risk assessment results of the wind
power industry of the countries along the line of “the Belt and Road” evaluated by MBA-
WLSSVM model is only 5%, which is the smallest compared with the traditional evaluation
model, that is to say, only one of the 20 countries along the route has different evaluation
results from the traditional evaluation, while the relative errors of the MBA-LSSVM model, BA-
LSSVM model, standard LSSVM model and standard SVM model are 15%, 20%, 25% and
35% respectively, so that the evaluation result error of the proposed model is the smallest and
the overall accuracy is the highest. Compared with MBA-LSSVM model, the overall evaluation
performance of WLSSVM model improved by wavelet kernel function is better than LSSVM
model. Compared with BA-LSSVM model, improved MBA algorithm has better optimization
performance for LSSVM model. Compared with LSSVM model, the generalization ability and
prediction accuracy can be improved by optimizing the parameters of LSSVM. Compared with
SVM model, LSSVM model can use kernel function to transform prediction problem into solv-
ing equations, which greatly improves the accuracy of evaluation. Overall, MBA-LSSVM model
has the best evaluation performance, followed by MBA-LSSVM model, BA-LSSVM model and
LSSVM model, and SVM model has the worst evaluation performance.

Therefore, according to the results of example analysis, the MBA-WLSSVM model can be
used to assess the investment risk of wind power industry of the countries along the line of
“the Belt and Road” scientifically and effectively. Based on the traditional evaluation method of
improved distance entropy cloud model and GRA-TOPSIS, the auxiliary intelligence algorithm
is introduced. The expert knowledge is acquired by AI learning. The expert scoring process in
the comprehensive evaluation process is generalized, and the results of wind power industry
investment risk assessment along the route are obtained through intelligent computation, so as to
achieve fast calculation and support for the relevant investor decision.

5 Conclusions

In order to better identify and guard against the investment risk of wind power industry
under the background of the Belt and Road initiative, this paper designs a set of investment risk
evaluation index system of wind power industry, and constructs a comprehensive risk evaluation
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model based on improved cloud model combined with GRA-TOPSIS and MBA-WLSSVM.
Firstly, from three dimensions of endogenous risk, exogenous risk and process risk, nine categories
are divided, including political risk, economic risk, social risk, legal risk, power market risk,
strategic risk, operational risk, technical risk and construction risk. Four to six specific risk
indicators are identified under each category, which solves the problem of identifying wind power
industry investment risk of the countries along the line of “the Belt and Road.” Then, using
the comprehensive risk evaluation model based on cloud model of improved distance entropy
and GRA-TOPSIS to evaluate comprehensively after weighting the selected evaluation indexes
objectively and subjectively. According to the traditional evaluation model, the objective and accu-
rate evaluation results are obtained. Then, bat algorithm is improved based on tent chaotic map,
and LSSVM model is improved by wavelet kernel function. A modern intelligent risk assessment
model based on mba- WLSSVM is proposed, and the evaluation results are obtained quickly and
accurately through the modern intelligent evaluation model. The evaluation model constructed in
this paper is verified to be scientific and accurate through the analysis of example, among which,
the traditional evaluation model can get accurate reference results, while the modern intelligent
evaluation model can achieve the purpose of fast calculation and support the decision-making of
wind power industry investors.
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