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Abstract: Facial expression recognition is a research hot spot in the fields of 
computer vision and pattern recognition. However, the existing facial expression 
recognition models are mainly concentrated in the visible light environment. They 
have insufficient generalization ability and low recognition accuracy, and are 
vulnerable to environmental changes such as illumination and distance. In order 
to solve these problems, we combine the advantages of the infrared and visible 
images captured simultaneously by array equipment our developed with two 
infrared and two visible lens, so that the fused image not only has the texture 
information of visible image, but also has the contrast information of infrared 
image. On the other hand, we improved the WGAN by adding SSIM and LBP loss 
functions to ensure the structural similarity between the fused image and infrared 
image, and also the texture similarity between the fused image and visible image 
respectively. Finally, a facial expression recognition model Pyconv-SE18 with 
pyramid convolution and attention mechanism module is designed to extract the 
important feature information of facial expression in multiple scales. We add 
cosine distance loss function to reduce the feature difference within the class. 
Experiment results show that the robustness of expression recognition algorithm 
to illumination is improved based on the fused images. The accuracy of this model 
on FER2013 and CK+ public data sets are 69.3% and 94.6%, respectively. 

Keywords: Image fusion; expression recognition; pyramid convolution; attention 
mechanism 

1 Introduction 
In recent years, facial expression recognition has made great progress in emotion analysis, and has 

become one of the key technologies of emotion analysis. Facial expressions contain rich feature information. 
Mehrabian et al. [1] and others’ research showed that expression accounts for up to 55% of the information 
in human daily communication, while language accounts for only 7%. Therefore, facial expression is an 
important factor in human communication to help us understand the intentions of others. In 1971, American 
psychologists Ekman and Friesen defined seven basic facial expressions, namely happiness, sadness, anger, 
fear, surprise, disgust, and neutrality [2]. 

At present, the classification of visible expression recognition is mostly based on Ekman, in which 
expressions are divided. Although there are many expression recognition algorithms, the specific process 
is divided into three parts: face detection, feature extraction and classification recognition. Among them, 
feature extraction is the most critical step in facial expression recognition, which directly affects the effect 
of expression recognition. Jung et al. [3] designed a dual channel network structure. The first channel 
extracts the dynamic apparent features of face image sequence, the second channel extracts the dynamic 
geometric features of face, and the two channels fuse at the end for facial expression recognition, which 
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has better recognition effect. 
Near-infrared facial expression recognition research is less, mainly due to the lack of near-infrared facial 

expression database. In 2009, Zhao et al. [4] published the Oulu -CASIA Nir-vis facial expression video 
database. In 2011, Zhao et al. [5] divided the human face into five regions, combined geometric and apparent 
features, and used LBP-TOP feature descriptor to extract near-infrared facial expression features for each 
region. Then, support vector machine is trained to classify and recognize the extracted features; the results 
show that Near-infrared facial expression recognition has stronger robustness to illumination difference. 

At present, facial expression recognition in infrared image mainly focuses on facial expression 
recognition with thermal feature points. Khan et al. [6] marked the thermal feature points on the infrared face 
image, took the difference between the thermal intensity values (TIVs) of each thermal feature point as the 
feature vector, and used multivariable test and linear discriminant analysis for classification and recognition. 
Finally, they successfully recognized the three expressions of happiness, sadness and disgust. Ahmad et al. [7] 
used Gauss Laguerre (GL) filter to filter the infrared image to obtain the complex texture features of the 
infrared image, and used k-nearest neighbor for classification and recognition to achieve high accuracy. 

In practical application, the acquisition of near-infrared image is easier than that of thermal infrared 
image. At the same time, near-infrared images are not sensitive to illumination [8]. However, due to the 
fuzzy surface texture of near-infrared face image, it cannot well present the specific information of facial 
features, while visible image has clear texture details. Therefore, through the fusion of visible image and 
infrared image, the complementarity of visible image and near-infrared image is realized to improve the 
accuracy of expression recognition [9]. Therefore, this paper studies facial expression recognition based on 
near-infrared image and visible image fusion. 

In the infrared and visible image fusion model, we improve the structure of WGAN. Firstly, the 
network of the fusion model’s generator directly connects the infrared image and the visible image. 
Secondly, SSIM loss function and LBP loss function are added to the loss function of the generator to retain 
more information in the source image; In the facial expression recognition model Pyconv-SE18, we modify 
the original residual block based on the original ResNet18, and extract the multi-scale feature information 
of face image by adding pyramid convolution and SE module, and add cosine distance function to reduce 
the difference of intra-class features in feature space and increase the feature distribution between classes 
to improve the accuracy of facial expression recognition. 

2 Related Work 
2.1 WGAN 

GAN [10] has been successfully applied to image processing. However, GAN is unstable due to 
network optimization, so it is difficult to train GAN. Therefore, Arjovsky et al. [11] improved GAN by 
Wasserstein distance, known as WGAN. WGAN uses Wasserstein distance instead of Jason Shannon 
divergence to compare the distribution of real data and generated data [12]. In addition, in WGAN, the 
weight of the discriminator should be clipped into a compact space[ ] ,  C C− , and Lipschitz constraints 
should be imposed on the discriminator. WGAN still has a disadvantage that the model is difficult to 
converge, because weight shearing may lead to gradient explosion or disappearance. Therefore, Gulrajani 
et al. [13] proposed an improved WGAN as Eq. (1). 

rP
2

min max ( , ) [ ( )] [ ( ( ))] [( ( ) 1)]
zW x z PG D x x

L D G E D x E D G z E D x= + + ∇ − 



  µ                  (1) 

2.2 Pyramid Convolution 
Pyramid Convolution [14] can process information entered through multiple convolution kernels with 

different scales. The main advantage of PyConv is multi-scale processing with different spatial resolution 
and depth. From level 1 to level n, the convolution kernel size increases and the depth decreases. In order 
to use kernels with different depths at each level of PyConv, using grouping convolution for reference, the 
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input characteristic mapping is divided into different groups, and the inner core is applied independently 
for each input characteristic mapping group. 

2.3 Channel Attention Mechanism Module 
Convolutional neural network assumes that each channel is equally important, but in practice, the 

importance of different channels is different, and some channels have a great impact on the final 
classification results. Therefore, it is particularly important to assign more weights to important feature 
channels. In this paper, the compression excitation module (SENet) [15] is introduced to the features 
obtained by pyramid convolution. to enhance the response to important feature channels. The structure of 
SENet is shown in Fig. 1. 

      
    Figure 1: The structure of SENet 

By introducing the channel attention mechanism into the multi-scale feature extraction layer, we learn 
the importance of different feature channels. In the training process of the model, for the useful features 
related to the expression recognition results, the SE module will increase the weight value of the 
corresponding feature channel to enhance the feature response. For useless or interfering features, the SE 
module will reduce the weight value of the corresponding feature channel to weaken the feature response. 
By introducing the channel attention mechanism, the feature representation ability of the model is improved. 

3 Infrared and Visible Image Fusion Model 
In this section, we first introduce the framework of our fusion network, which includes generator and 

discriminator. Then, we discuss the structure of generator and discriminator. Finally, we introduce the 
details of loss function design.      

The structure of the network is shown in Fig. 2. Our network includes two parts: generator and 
discriminator. In the training phase, firstly, the infrared image (IR) and visible image (VIS) are connected 
in series in the channel dimension as the input data of the generator. Then, infrared image is directly 
connected to the shallow layer of the generator network, and the input of the second layer and the third 
layer. Network is added to extract more edge feature information of the infrared image, such as contrast, 
brightness information, etc. Directly connect the visible image in the deep layer of the generator network, 
increase the input of the fourth layer and the fifth layer network, and retain more texture information of the 
visible image. After the generator, we get the preliminary fusion image. Finally, the fusion image obtained 
by the generator and the visible image are input into the discriminator at the same time for antagonistic 
training. With the increase of the number of iterations, the discriminator forces the generator to obtain more 
detailed texture information from the visible image and obtain an image with better fusion result. In the test 
phase, we use the trained generator to fuse the input visible and infrared image. 
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(a) Training process                            (b) Testing process 

Figure 2: Infrared and visible image fusion model 

3.1 Network Overview 
3.1.1 Structure of Generator 

The structure of the generator is shown in Fig. 3. Firstly, the visible image and infrared image are 
connected as the input image of the generator network. The first and second layers contain 5 × 5 convolution 
kernels to extract shallow features. The third to fourth layers use 3 × 3 convolution kernels to extract image 
features. The fifth layers adopt 1 × 1 convolution kernel to reduce the dimension of the spliced features into 
a single channel image for realizing feature fusion, and obtain the fused image in an end-to-end manner. In 
the first four layers, we use LeakyReLu [16] activation function to effectively avoid negative threshold 
neurons in CNN. The fifth layer uses the tanh activation function. The stride of all convolution layers is set 
to 1. In order to make the input and output have exactly the same size, all layers have added padding. 

 
Figure 3: The structure of generator network 

3.1.2 Structure of Discriminator 
As shown in Fig. 4. The discriminator network consists of six convolution layers and two fully 

connected layers. The input image of the network is a visible image and a fused image. The size of 
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convolution kernels is 3 × 3. The number of filters in the convolution layers is set to 64, 128 and 256, 
respectively. No padding is set for all convolutional layers. the stride in the first, third and fifth layers is set 
to 1, and other layers are set to 2. Leaky ReLu [16] activation function is used in each convolution layer. 
Due to the introduction of WGAN, we can judge the similarity between the distribution of the fused image 
and the distribution of the source image by calculating the Wasserstein distance between the visible image 
and the fused image. Thus, we give up the sigmiod cross entropy layer.  

 
Figure 4: The structure of discriminator network 

3.2 Loss Function 
In our network structure, the loss function includes the loss of generator and the loss of discriminator. 

3.2.1 Loss Function of Generator 
 The loss function of the generator is defined as Eq. (2), which includes two parts: confrontation loss 

and content loss. 

v ( )ad cL L G L= + λ                                                                      (2) 

where, L represents the total loss of the generator, the first term is the confrontation loss between the 
generator G and the discriminator visD , and the second term represents the content loss. is the equilibrium 
coefficient. It consists of the following two parts, see Eq. (3). 

2 21 [ ( (1 ( , ))) ( ( ) ( ) ( , ))]c f r f r f vi f viF F
L I I SSIM I I LBP I LBP I Gradient I I

HW
= ∂ − + − + − +β                (3) 

where h and W represent the height and width of the input image respectively and  F‖‖ represents the 
Frobenius norm of the matrix. ∂  and β  are constant values that control the balance of the two terms. 
The first item forces the fused image fI  to retain pixel intensity information from the infrared image. In 

addition, fSSIM is added to make fI  obtain more structure information from irI . 

The similarity calculation algorithm ( , )SSIM x y is used to calculate the brightness, contrast and 
structure differences between two image x and y. The calculation Eq. (4) is as follows: 

1 2
2 2 2 2

1 2

(2 )(2 )
( , )

( )( )
x y xy

x y x x

c c
SSIM x y

c c
µ µ σ

µ µ σ σ
+ +

=
+ + +

                                                   (4) 

where µ represents the mean and σ  represents the standard deviation. The larger the SSIM, and the 
higher the structural similarity between two images. Thus, in the cL , we use 1 ( , )f rSSIM I I−  as a part 

of the cL  to ensure the structural similarity between the fused image and the infrared image [17]. 

Since a part of the texture information in the visible image can be characterized by gradient information 
[18], a gradient operation item is added in the content loss to make the fused image retain more gradient 
information in the visible image. Eq. (5) is as follows: 
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= ∇ −∇∑                                                          (5) 

where M is the number of pixels of the image and∇ is the gradient calculation operation. However, it is 
obviously not enough to only use the gradient information to preserve the texture information in the visible 
image for the fused image. Therefore, in the second item, LBP is applied to measure the texture similarity 
between the fused image and the visible image [19]. As shown in Eq. (6). 

1

0
( , ) 2 ( )

p
p

p c
p

LBP xc yc s i i
−

=

= −∑                                                           (6) 

where ( , )xc yc  is the center pixel ci  with intensity value, and pi represents the intensity value of 
adjacent pixels, P represents the -p th  pixel of adjacent pixels, and s represents the symbol function. The 
above is the content loss of generator. the antagonistic loss between G  and visD  is described below. 

( )L G  is defined as [20], as shown in Eq. (7), where Z represents generated data and Pg represents 

generated data distribution (generated data ( ) g z Pg ). 

( ) [ ( )]
gadvers z pL G E D z= −                                                                 (7)  

3.2.2 Loss Function of Discriminator 

The loss function of the discriminator 
viDL is defined as shown in Eq. (8). 

1
2

[ ( )] [ ( )] [ ( ) 1]
vi vi gD x p vi z p vi vi

x x
L E D x E D z E D x= − + + ∇ − 



  λ
                                     (8)

 
where 

viDL  represents the loss of viD . The first two terms represent Wasserstein distance estimation. The 
last item is the gradient penalty of network regularization. Pg  represents the generated data distribution 
and viP  represents the visible image data distribution, 1λ  is constant weighting parameter.  

4 Facial Expression Recognition Model 
4.1 PyConv-SE18 Network Model 

First, a 7  7×  convolution is used to extract image feature information. Then, referring to the 
network structure of ResNet18, 3  3×  convolution in the residual network is replaced by pyramid 
convolution and the other 3  3×  convolution is replaced with 1  1×  convolution [21]. It is used to 
extract multi-scale feature information of face image. At the same time, after 1  1×  convolution, SE 
module is added to distribute the attention weight in the channel dimension, so that the extracted feature 
information can gather with the key parts of facial expression and obtain more discriminative local 
information, so as to improve the accuracy of facial expression recognition. Finally, the full connection 
layer is used to get the classification results of expressions. The specific structure of PyConv-SE18 model 
is shown in Fig. 5. 
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   Figure 5: PyConv-SE18 network model 

4.2 Loss Function  
In the expression recognition task, cross entropy (CE) is a common loss measurement function, and 

its formula is expressed as Eq. (9). 

1
( , ) ( ) log( ( ))

n

i i
i

H p q p x q x
=

= −∑                                                                (9)

  
where ( )p x represents the real distribution of sample. ( )q x represents the distribution predicted by the 
model. It can be approximated ( )q x by repeated training. The cross-entropy loss function is defined as 
follows: 

1

1
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T
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                                                                (10) 

where, ix  is the input of the last full connection layer of the sample, and its category is iy , jw  is the 

weight parameter of the -j th  full connection layer, and 
iyw  is the weight parameter of the -iy th  full 

connection layer. C  is the batch size in one training, and N  is the number of categories. In order to 
reduce the difference of intra-class features in the feature space and increase the inter-class feature 
distribution, the cosine distance loss function [22] is added to the cross entropy function as the loss function 
of this network model, so as to improve the accuracy of recognition effect, the formula is shown as Eq. (11).  
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In the cosine distance loss function, where m is the decision margin, which can change the cosine 
distance of network weight jW  and feature vector ix  into cos mθ − , and adjust the distance between 
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features through M , S is the scaling factor, usually an integer greater than 1, is the angle between jW  
and ix . The total loss function is defined as cross entropy loss plus cosine distance loss, the formula is 
shown as Eq. (12), where,λ is the equilibrium coefficient. Set λ  to 0.1 in the experiment. 

cross lmcL L Lλ= +                                                        (12) 

5. Results and Analysis  
5.1 Comparative Experiment 

In this paper, FER2013 and CK+ facial expression data sets are selected for the experiment. Fer2013 
data set has a total of 35,887 pictures, including 28,709 pictures in the training set, 3589 in the verification 
set and the test set, respectively. The expressions are divided into seven kinds: neutral, happy, sad, surprised, 
disgusted, angry and afraid. 

The CK+ dataset includes 593 video sequences extracted from 123 objects. This paper selects the last 
three frames of 327 video sequences, a total of 981 pictures. In the training stage, in order to prevent the 
network from over fitting, the input image is randomly cropped, and the clipping size is 44 × 44, and the 
data set is expanded by rotation, translation, mirroring and other operations. The batch size was 128 and 
the initial learning rate was 0.1. A total of 100 epochs were performed. The algorithm in this paper is 
compared with other mainstream algorithms in FER2013 and CK+ data set. The experimental results are 
shown in Table 1 and Table 2. 

The algorithm in this paper is compared with other mainstream algorithms in Fer2013 and CK+ data 
sets. According to the comparison results in Table 1 and Table 2, the accuracy of facial expression 
recognition of Pyconv-se18 network model proposed in this paper on Fer2013 and CK+ data set is 69.3% 
and 94.6%, respectively. Compared with other algorithms, the recognition rate of the algorithm in this paper 
has obvious advantages. The main reason is that the pyramid convolution and attention mechanism module 
is added on the basis of the original Resnet18, and the cosine distance loss function is superimposed on the 
loss function, so that the feature information of human face can be extracted more effectively and the 
extracted features can be classified correctly, so as to improve the accuracy of facial expression recognition. 
At the same time, because Pyconv-SE18 in this paper is a facial expression recognition model based on 
infrared optical fusion image, because the fused image has the characteristics of infrared image and has 
good robustness to environmental changes, it can effectively avoid the disadvantage that the mainstream 
facial expression recognition model is vulnerable to illumination. 

Table 1: Accuracy of different algorithms on Fer2013 

Network Accuracy (%) 
Parallel CNN [23] 65.6 
Resnet18 [24] 66.4 
Resnet18+CBAM [25] 67.1 
Xception [26] 68.1 
Ours 69.3 

Table 2: Accuracy of different algorithms on CK+ 

Network Accuracy (%) 
Improved Le-Net-5 [27] 83.74 
AlexNet [28] 87.03 
Zou et al. [29] 91.5 
Fei et al. [30] 93.5 
Ours 94.6 



 
JAI, 2021, vol.3, no.3                                                                         131 

5.2 Test Examples 
In order to further test the performance of the facial expression recognition system based on optical 

infrared image fusion proposed in this paper, by processing the video collected by the equipment, we 
collected the relevant videos of 7 kinds of expressions of the tester at 3 m and 3.5 m away from the lens 
when the light is sufficient and slightly dark, and obtained 100 consecutive images of the same kind of 
expression for testing. The Experimental equipment is shown as Fig. 6, The resolution of video collected 
by the equipment is 640 × 480. 

    
Figure 6: Experimental equipment 

The process of face recognition is shown in Fig. 7, and the recognition accuracy is shown in Table 3 
and Table 4. 

 
Figure 7: Facial expression recognition based on the fusion of infrared and visible image 

Table 3: Facial expression recognition accuracy with a distance of 3 m 

Image 
sequence Expression Number of test 

frames 
Error recognition 
frames 

Recognition 
rate 

Average recognition 
rate 

Visible 
image 

 light dark light dark light dark light dark 
Neutral 100 0 0 100 100 

91% 88.2% 
Happy 100 9 12 91 88 
Sad 100 11 15 89 85 
Angry 100 17 20 83 80 

Infrared 
image 

Neutral 100 5 6 95 94 
76% 76.7% 

Happy 100 17 16 83 84 
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Sad 100 45 46 55 54 
Angry 100 29 25 71 75 

Fusion image 

Neutral 100 0 0 100 100 

91.2% 91.5% 
Happy 100 8 10 92 90 
Sad 100 15 13 85 87 
Angry 100 12 11 88 89 

Table 4: Expression recognition accuracy with a distance of 3.5 m 

Image 
sequence Expression Number of test 

frames 
Error recognition 
frames 

Recognition 
rate 

Average recognition 
rate 

Visible 
image 

 light dark light dark light dark light dark 

Neutral 100 0 0 100 100 

92.75% 90.5% 
Happy 100 7 10 93 90 
Sad 100 8 9 92 89 
Angry 100 14 17 86 83 

Infrared 
image 

Neutral 100 4 5 96 95 

79% 78.75% 
Happy 100 13 15 87 85 
Sad 100 42 44 58 56 
Angry 100 25 21 75 79 

Fusion image 

Neutral 100 0 0 100 100 

93.25% 93% 
Happy 100 7 8 93 94 
Sad 100 9 7 91 93 

Angry 100 11 15 89 85 

It can be concluded from the above that under the same illumination and distance, the expression 
recognition accuracy of infrared image is the lowest, because the infrared image is fuzzy and the image 
texture is not clear, so it is impossible to accurately judge the facial expression. The accuracy of visible 
image is higher, and the accuracy of fused image is slightly higher than that of visible image. At the same 
distance, when the illumination changes, the accuracy of facial expression recognition of visible image 
decreases, because visible image is sensitive to illumination and environment. The recognition accuracy of 
the fused image is the highest, because the fused image generated based on WGAN not only have the texture 
of the visible image, but also has high contrast and brightness information of the infrared image, which can 
avoid the disadvantage that the visible light is sensitive to light. Thus, the recognition accuracy is the highest. 
The test results at 3.5 m are shown as Fig. 8. 

 
(a) Neutral             (b) Happy            (c) Angry              (d) Sad 

 Figure 8: Test results of different facial expressions 
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6 Conclusion 
The current facial expression recognition model is easily affected by environmental changes such as 

illumination and distance, We propose a facial expression recognition model based on the fusion of infrared 
and visible image, The collected infrared and visible images are fused through the self-designed equipment 
with array infrared and visible lens, By using the fused image with complementary information features for 
facial expression recognition, the robustness of the expression recognition algorithm to illumination is 
improved. Our fusion model based on the improved WGAN, by adding SSIM and LBP loss functions, we 
ensure the structural similarity between the fusion image and infrared image and the texture similarity 
between the fusion image and visible image. At the same time, a facial expression recognition model 
PyConv-SE18 with pyramid convolution and attention mechanism module is proposed. The important 
feature information of facial expression is extracted through multi-scale, and the cosine distance loss 
function is added to reduce the feature difference within the class and improve the accuracy of facial 
expression recognition. The accuracy rates of 69.3% and 94.6% are obtained on the public data sets 
FER2013 and CK+, which are better than many facial recognition models. However, the model in this paper 
still has many short comings. For example, when the distance between the tester and the lens is too large or 
the light is too dark, the results of facial expression recognition are still inaccurate. In the follow-up work, 
the model will be further optimized to achieve better results. 
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