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Abstract: Insects play an important role in the natural ecology, it is of great 
significance for ecology to research on insects. Nowadays, the invasion of alien 
species has brought serious troubles and a lot of losses to local life. However, there 
is still much room for improvement in the accuracy of insect recognition to 
effectively prevent the invasion of alien species. As the latest target detection 
algorithm, YOLOv5 has been used in various scene detection tasks, because of its 
powerful recognition capabilities and extremely high accuracy. As the problem of 
imbalance of feature maps at different scales will affect the accuracy of recognition, 
we propose that adding an attention mechanism based on YOLOv5. The channel 
attention module and the spatial attention module are added to highlight the 
important information in the feature map and weaken the secondary information, 
enhancing the recognition ability of the network. Through training on self-made 
insect data sets, experimental results show that the mAP@0.5 value reaches 92.5% 
and the F1 score reaches 0.91. Compared with YOLOv5, the map has increased by 
1.7%, and the F1 score has increased by 0.02, proving the effectiveness of insect 
recognition based on improved YOLOv5. In conclusion, we provide effective 
technical support for insect identification, especially for pest identification.  
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1 Introduction 
Insect species account for more than four-fifths of all biological species in nature, and they are an 

indispensable part of the earth’s ecology [1]. On the one hand, insects are beneficial to humans, because 
the anti-biomass produced in insects has strong bactericidal substances, and genetic engineering can be 
used to breed pest-resistant varieties. In addition, insect toxins can also be used to treat human various 
diseases [2]. For example, bee venom can be used to treat rheumatoid arthritis [3], hypertension, and other 
diseases. Cantharidin has obvious anti-cancer effects [4] and could be used to treat cancer. On another hand, 
insects often cause great losses to humans. China’s annual food loss due to insect pests reaches 50 billion 
kilograms. It also spreads diseases, some insects carry a large number of germs, and bring them into the 
body by biting the human body. For example, mosquitoes may cause human diseases such as Japanese 
encephalitis, malaria, dengue fever, filariasis, and yellow fever, etc. [5].  

The timely and accurate identification of insects plays an important role in the protection of the natural 
environment and the protection of human interests. Invasion of alien species often occurs [6]. In 1987, 
Platydia saccharin invaded Guangzhou, China from Brazilwood, and then spread to Beijing, threatening 
crops such as sugarcane, sugarcane, and corn. In 1998, the Coleptera was discovered in Shanxi, China, and 
then spread to Henan and other places led to the death of a large number of trees in the invaded areas. At 
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present, more than 660 kinds of invasive alien species have been discovered in China, which has brought 
huge impacts to the environment and greatly harmed the interests of mankind. It is estimated that by 2050, 
the number of alien species on each continent will increase by 36% [7]. Therefore, timely and accurate 
identification of insects can protect our ecological environment and protect human interests from harm. 

The traditional method of insect identification is mainly based on the human eyes to observe the 
appearance characteristics, stripe pattern, and color characteristics of the insects. However for ordinary 
people, their inventory of insect knowledge is not enough to identify invading insects, and they cannot 
provide timely feedback on the situation. Nowadays, thanks to the continuous advancement of science and 
technology along with the continuous development of deep learning and machine learning, it is simple and 
easier to recognize insects. The weights and biases obtained by training on the existing data set from the 
higher computing power device can be directly applied to the lower computing power device [8]. 

The R-CNN (Region-Convolutional Neural Network) proposed in 2014 is a milestone in the 
application of convolutional networks to target detection [9]. Using the feature extraction and classification 
performance of CNN, the Region Proposal method is used to achieve target detection. However, the 
efficiency is low and the images corresponding to multiple candidate regions need to be extracted in 
advance. The Fast R-CNN (Fast Regions with CNN) proposed later has been greatly improved in speed, 
but it uses selective search to extract candidate regions [10]. The time is much longer than the extraction 
feature classification time, and the true end-to-end training mode has not been realized. Then there was 
Faster R-CNN (Faster Regions with CNN), which became a region suggestion network, and region 
generation, feature extraction, classifier classification, and regressor regression were all completed by the 
network, thus getting rid of the traditional manual feature extraction method [11]. 

The recognition of insects belongs to target detection. At present, a large number of scholars have 
carried out a series of research on insect recognition. Shen et al. [12] used Faster R-CNN to recognize 
stored-grain insects, and its average precision reaches 88%. Xia et al. [13] proposed a model based on a 
convolutional neural network, and improve it by replacing Region Proposal Network is adopted instead of 
the traditional selective search technique, the average precision reaches 89.2%. 

The models proposed by these scholars still have a lot of room for improvement inaccuracy. In this 
paper, insect recognition is used as a detection task, and 2747 insect pictures collected on the internet are 
preprocessed to construct a data set of insects, based on the improved YOLOv5 network model, to improve 
and train. The results show that the model trained by improved YOLOv5 has higher recognition accuracy. 

2 Related Work 
2.1 YOLOv5 

In 2015, a one-stage detection model YOLO (You Only Look Once) was proposed. Compared with 
Faster R-CNN, which requires repeated training of the RPN (Region Proposal Network) and Fast R-CNN, 
YOLO only needs one time [14]. 

YOLO is unified into a regression problem, which is different from R-CNN which divides the 
detection results into two steps: object category and object position. However, since the output layer is a 
fully connected layer, during detection, the YOLO training model only supports the same input resolution 
as the training image. In addition, although there are multiple objects in each detected grid, only one of 
them can be detected at a time. In YOLOv2, a new training method is adopted, that is, the joint training 
method, and more objects are recognized, faster and more accurate [15–16]. YOLOv3 can weigh the speed 
and accuracy by changing the size of the model structure. It is faster and 100 times faster than Fast R-CNN 
[17–18]. YOLOv4 can reach 43.5% AP and the speed reaches 65FPS, which is faster and more accurate. 
The size of YOLOv5 is only 27 MB, which is nearly 90% smaller than YOLOv4, and is equivalent to 
YOLOv4 in accuracy. This shows the powerful capabilities of YOLOv5 [19–20]. 

There are four versions of YOLOv5, namely YOLOv5s, YOLOv5m, YOLOv5l, and YOLOv5x. 
YOLOv5s contains the smallest depth and feature map width and has the fastest training speed, while the 
other three are based on YOLOv5s, deepened and widened. Fig. 1 is the network model structure of YOLOv5: 
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Figure 1: The network model structure of YOLOv5 

The YOLOv5 network structure consists of four parts: Input, Backbone, Neck, and Prediction. At the 
Input, YOLOv5 uses a different image enhancement method from YOLOv4, it is mosaic data enhancement. 
Mosaic data enhancement is to train by randomly cutting four pictures and synthesizing one picture. Focus 
structure and CSP structure are used in Backbone to aggregate and form a convolutional neural network of 
image features on different image granularities. Adding the FPN+PAN (Path Aggregation Network) 
structure to Neck is a series of network layers that mix and combine image features, and transfer the image 
features to the prediction layer. In Prediction, the loss function of the anchor box is improved from CIOU 
(Complete IoU) loss to GIoU (Generalized IoU) loss, as shown in Eq. (1). 

𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 = 𝐺𝐺𝐺𝐺𝐺𝐺 − |𝐶𝐶(𝐴𝐴∪𝐵𝐵)|
|𝐶𝐶|

                                                                                                                                (1)                                                       

A and B represent two different boxes, C represents a box that frames A and B at the same time. 

2.2 Attention Mechanism 
Through training, the neural network can understand the areas that need attention in each new image, 

thereby forming attention. In recent years, more and more scholars have applied the attention mechanism to 
deep learning, and confirmed that the attention mechanism can improve the performance of the model [21–23]. 

The Spatial Transformation Network (STN) was proposed by Jaderberg et al. [24] in 2015. STN is a 
learnable module that is placed in CNN. It can transform itself through the features of the feature map and 
increase the spatial invariance even if the input is Transformation and slight modification, the model can 
also recognize and recognize the ability of features. 

Squeeze-and-Excitation Networks (SENet) was proposed by Hu et al. [25] in 2017. It is divided into 
two parts, one is the compression part and the other is the excitation part. The function of the compression 
part is to compress the channel direction of the input feature map, generally compressed into one dimension. 
The function of the excitation part is to predict the importance of each channel, and then apply (stimulate) 
the corresponding channel of the previous feature map after obtaining the importance of different channels, 
and then perform subsequent operations. 

In 2018, Woo et al. [26] proposed the Convolution Block Attention Module (CBAM), which uses the 
Channel Attention Module (CAM) and the spatial attention module to extract the weight distribution in 
feature learning, and then use this weight distribution to apply to the original features before, change the 
original feature distribution, enhance effective features, and suppress ineffective features. 
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Previous experience has proved that the attention mechanism can make the network pay more attention 
to the main features, so that the network recognition accuracy rate is higher and the effect is better. So 
adding attention mechanism to YOLOv5 is a good choice. 

3 Method 
The attention mechanism comes from the attention distribution of humans when observing things. 

When humans determine what kind of creature it is, humans will pay more attention to the characteristics 
of the insect's head and body patterns, while ignoring the green leaves, leaf veins and other details. If you 
directly input the picture into the network, the network will not weaken the secondary information such as 
green leaf veins, resulting in poor discrimination. Adding an attention mechanism can weaken the 
secondary information and emphasize the head, pattern and other important information. 

CBAM is an attention mechanism module, which is embedded in the CONV of YOLOv5, so that the 
network has the ability of attention mechanism. Taking the CBL module in YOLOv5 as an example, the 
original network structure of the CBL module is as shown in Fig. 2. 

 
Figure 2: CBL structure 

The CBL module is composed of three parts, CONV+BN+ReLU. Combining the CONV among them, 
the following structure will be obtained, it is shown in Fig. 3. 

 
Figure 3: The structure of the CBL after the change 

The channel attention module and spatial attention module are added to replace the original CONV, 
so that the network strengthens important information while reducing the interference caused by 
unimportant information. Set the module feature map input to the Channel Attention Module, where H 
represents the length of the feature map, W represents the width of the feature map, and C represents the 
number of channels in the feature map. The Channel Attention Module process is to pass the input feature 
map through Max Pooling based on width, then average pooling based on height, and then add and operate 
through MLP, and finally through sigmoid activation operation to form the final Channel Attention Feature 
map, as shown in Eq. (2).    
𝑀𝑀𝑐𝑐(𝐹𝐹)  = 𝜎𝜎(𝑀𝑀𝑀𝑀𝑀𝑀(𝐴𝐴𝐴𝐴𝐴𝐴𝑀𝑀𝐺𝐺𝐺𝐺𝐴𝐴(𝐹𝐹)) + 𝑀𝑀𝑀𝑀𝑀𝑀(𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝐺𝐺𝐺𝐺𝐴𝐴(𝐹𝐹)))                                                                                 (2) 

The formula σ is the sigmoid activation function, and AvgPool(F) and MaxPool(F) are the mean 
pooling layer and the maximum pooling layer, respectively. As shown in Eq. (3) and Eq. (4). MLP is a 
simple Multi-Layer Perceptron with three layers. 

𝐴𝐴𝐴𝐴𝐴𝐴𝑀𝑀𝐺𝐺𝐺𝐺𝐴𝐴�𝐹𝐹(𝑖𝑖, 𝑗𝑗)� =  1
𝐻𝐻×𝑊𝑊

∑ ∑ 𝐹𝐹(𝑖𝑖, 𝑗𝑗)𝑊𝑊
𝑗𝑗 = 1

𝐻𝐻
𝑖𝑖 = 1                                                                                              (3) 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝐺𝐺𝐺𝐺𝐴𝐴(𝐹𝐹(𝑖𝑖, 𝑗𝑗))  =  𝑀𝑀𝑎𝑎𝐴𝐴𝑎𝑎𝑀𝑀𝑀𝑀(∑ ∑ 𝐹𝐹(𝑖𝑖, 𝑗𝑗)𝑊𝑊
𝑗𝑗 = 1

𝐻𝐻
𝑖𝑖 = 1                                                                                            (4) 

For the Spatial Attention Module, it takes the Channel Attention feature map as the input feature map, 
does a channel-based global max pooling and global average pooling, and then performs contact operations 
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on these two results based on the channel. Then after a convolution operation, the dimensionality is reduced 
to 1 channel. Then generate spatial attention feature through sigmoid. Finally, the feature and the input 
feature of the module are multiplied to obtain the final generated feature, as shown in Eq. (5). 
𝑀𝑀𝑠𝑠 (𝐹𝐹) = 𝜎𝜎(𝑓𝑓7×7([𝐴𝐴𝐴𝐴𝐴𝐴𝑀𝑀𝐺𝐺𝐺𝐺𝐴𝐴(𝐹𝐹);𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝐺𝐺𝐺𝐺𝐴𝐴(𝐹𝐹)]))                                                                                             (5) 

4 Experiments 
4.1 Insect Dataset 

The data set in this paper is mainly derived from public data sets, on-site collection, and internet 
crawling. These data include different environments, different resolutions, and different types of pictures, 
as shown in Fig. 4. After data cleaning, filtering, and eliminating images with too low resolution, in the end, 
a total of 17 species of insects were collected in this article, with a total of 2474 pictures.   

 
Figure 4: Sample image of data set  

4.2 Experiments Environment 
This experiment is based on the Windows platform and uses the deep learning framework PyTorch to 

build the network model. The number of iterations of the experimental sample is 50 times, the batch size is 
set to 4, and the image resolution is set to 640 × 640. In addition, GPU (Graphics Processing Unit) 
acceleration is also based on CUDA (Compute Unified Device Architecture) to improve computer graphics 
computing capabilities. The specific experimental environment is shown in Table 1. 

Table 1: Experiments environment 

Configuration Version 
System Windows10 
GPU GeForce RTX 2080 Ti 
CPU AMD Ryzen 7 3800X 8-Core 
Python 3.8 
Pytorch 1.9 
CUDA 10.2 
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4.3 Experimental Results and Evaluation Indicators 
4.3.1 Evaluation Indicators 

This model uses the evaluation indicators of precision, recall, F1 score, and average accuracy to 
evaluate the optimization of the model. 

The detection results are divided into four categories, namely True Positive (TP), True Negative (TN), 
False Positive (FP), and False Negative (FN). TP means that the result is the correct identification of the 
category of the insects on the picture, TN means that the result is that the insects on the picture do not 
belong to a certain category, and FP means that the result is that the insects that are not of this category are 
mistakenly identified as this insect of the genus, FN indicates that the result is that the insects belonging to 
this genus are mistakenly regarded as not belonging to this genus. 

Precision is used to reflect the classification ability of the model. It is obtained by dividing the number 
of correct samples in the test results by the number of all predicted samples. The precision rate calculation 
formula is shown in Eq. (6).  

𝑀𝑀𝑎𝑎𝑃𝑃𝑃𝑃𝑖𝑖𝑃𝑃𝑖𝑖𝐺𝐺𝑃𝑃 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇

                                                                                                                                             (6) 

 Recall is used to reflect the model’s ability to detect the target. It is obtained by dividing the correct 
number of samples in the result by the number of all samples, not all predicted samples, but all true samples. 
The calculation formula is shown in Eq. (7): 

𝑅𝑅𝑃𝑃𝑃𝑃𝑀𝑀𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

                                                                                                                                                   (7) 

AP stands for average precision. There are two methods to calculate the value of AP. The first method 
AP is obtained by averaging the precision of each class in multi-class prediction. The second method is to 
use Precision and Recall first. Draw a curve as the ordinate and abscissa respectively, that is, the PR curve. 
The area under the PR curve is the AP value. mAP is a commonly used evaluation index to evaluate the 
detection accuracy of the network, and its value reflects the effect of the network detection. As shown in 
Eq. (8). 

𝑎𝑎𝐴𝐴𝑀𝑀 = 1
|𝑄𝑄𝑅𝑅|

∑ 𝐴𝐴𝑀𝑀(𝑞𝑞)𝑞𝑞𝑞𝑞𝑄𝑄𝑅𝑅                                                                                                                                    (8) 

F1 score is defined as the harmonic average of precision and recall, which combines the results of 
Precision and Recall. Generally, if you look at Precision or Recall alone, you cannot judge the effect of a 
model. If Precision is very high but Recall is very low, this model cannot be considered effective. The 
formula for the F1 score is shown in Eq. (9). 

𝐹𝐹1 𝑃𝑃𝑃𝑃𝐺𝐺𝑎𝑎𝑃𝑃 = 2 × 𝑝𝑝𝑝𝑝𝑝𝑝𝑐𝑐𝑖𝑖𝑠𝑠𝑖𝑖𝑝𝑝𝑝𝑝×𝑝𝑝𝑝𝑝𝑐𝑐𝑟𝑟𝑟𝑟𝑟𝑟
𝑝𝑝𝑝𝑝𝑝𝑝𝑐𝑐𝑖𝑖𝑠𝑠𝑖𝑖𝑝𝑝𝑝𝑝×𝑝𝑝𝑝𝑝𝑐𝑐𝑟𝑟𝑟𝑟𝑟𝑟

                                                                                                                                           (9) 

4.3.2 Results and Analysis 
As shown in Fig. 5, the average precision, recall rate, and F1 score are used as the evaluation indicators 

of model performance to measure the target detection ability and practical application ability of this model. 
During the training process, we can see that in the first 20 epochs, the training accuracy has improved 
significantly. After 40 epochs, the accuracy was maintained at a high level. In the first 20 epochs, mAP@0.5 
is steadily increasing, and the rate of increase is fast. When it comes to 40 epochs, it is relatively stable. We 
can see that our model has a high enough precision in both Precision, Recall and mAP@0.5. mAP stands 
for mean precision, which is a more accurate and effective interpretation of the effect of the model, our 
model has achieved a high mAP value, which can meet the needs of most scenarios. 
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Figure 5: Evaluation indicators 

In addition, when the confidence is 0.546, the F1 score reaches the maximum value of 0.90, and when 
the confidence is 0.901, the maximum Precision value is 1.00. The maximum Recall value is 0.98 when the 
confidence level is 0.0, and the maximum mAP value is 0.925 when the threshold IoU is 0.5. F1 score 
balances Precision and Recall, reflecting the overall effect of the model. The higher the F1 score score, the 
higher the precision and recall of the model, and the better the model effect. Our model F1 score has reached 
0.901, it is high enough to meet the needs of most scenarios. The following table is a comparison of the two 
models, it is shown in Table 2. 

Table 2: Comparison of result of detection models 

Model Precision% Recall% mAP@0.5/% F1 score 
YOLOv5l 92.3 87.6 90.8 0.89 
Ours 93.3 88.9 92.5 0.91 

Taken together, the use of a model based on YOLOv5l+CABM is better than pure YOLOv5l. The 
accuracy rate is increased by 1%, the recall rate is increased by 1.3%, the mAP@0.5 value is increased by 
1.7%, and the F1 score is increased by 0.02. See that the improved model works better than pure YOLOv5l. 

5 Conclusion 
This paper proposes an insect recognition algorithm based on YOLOv5+CABM, which can be used 

in customs inspections and daily recognition, and can accurately identify the types of insects. This is also 
important for the prevention of invasive species and the protection of the ecological environment. Since the 
YOLOv5 model is still large and cannot be directly applied to the mobile terminal, in the future, it can be 
considered to combine MobileNet with YOLOv5 to greatly improve the detection speed with a certain loss 
of accuracy. In addition, you can also consider combining the CABM module with the residual network to 
improve accuracy.  
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