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Abstract: Nowadays, machine learning (ML) algorithms cannot succeed without 
the availability of an enormous amount of training data. The data could contain 
sensitive information, which needs to be protected. Membership inference 
attacks attempt to find out whether a target data point is used to train a certain 
ML model, which results in security and privacy implications. The leakage of 
membership information can vary from one machine-learning algorithm to 
another. In this paper, we conduct an empirical study to explore the performance 
of membership inference attacks against three different machine learning 
algorithms, namely, K-nearest neighbors, random forest, support vector machine, 
and logistic regression using three datasets. Our experiments revealed the best 
machine learning model that can be more immune to privacy attacks. 
Additionally, we examined the effects of such attacks when varying the dataset 
size. Based on our observations for the experimental results, we propose a 
defense mechanism that is less prone to privacy attacks and demonstrate its 
effectiveness through an empirical evaluation.  
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1 Introduction 
Machine learning (ML) algorithms have been widely used in many real-world applications as their 

computational ability has been improved significantly over the years. One central limitation of ML is data 
dependence, in which many ML models need massive amounts of labeled data during the training process 
to work properly [1,2]. The data could contain sensitive information such as health-related records [3], 
crimes [4], and credit cards [5]. Yet, training a model with such sensitive information makes the data 
exposed to the membership inference attacks (MIA) [6,7].  

The first membership inference attack on machine learning models is presented by Shokri et al. [8], 
which has shown the possibility of exposing information through an empirical investigation. Yet, the 
proposed approach does not use the same ML models as used in this paper and only used synthetic dataset 
without varying their sizes which could be the root cause issue of the MIA attack.  Salem et al. [9] 
proposed a follow-up investigation which showed the possibilities of the MIA attack even without the 
knowledge of the target model and developed a defense mechanism against the attack. Yet, the 
experiments were not performed with dataset that have different sizes across different ML models.   

The MIA attack aims to find out whether a target data point is used to train a certain ML model, 
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which can raise security and privacy concerns [10]. In other words, given sensitive information such as an 
image or a text, MIA can find if that piece of information was used to train a given ML model. Some ML 
models are more immune to the MIA attack than others. Besides, there might be other factors that are 
important to make the model more robust to such a privacy attack. As a result, it is important to know 
which machine learning algorithms are more secure in terms of leakage of membership information. This 
helps us to understand which machine learning algorithms can be applied in each specific situation. In 
addition, increasing the dataset size can be a very effective countermeasure against membership inference. 

In this paper, we investigate the performance of membership inference attacks against four machine 
learning algorithms, which are k-Nearest Neighbors (KNN), random forest (RF), support vector machine 
(SVM), and logistic regression (LR) using three datasets. Furthermore, we propose a defense mechanism 
for membership inference attacks by studying the effect of varying the dataset size. The datasets we 
utilized in our study are Breast Cancer Wisconsin dataset [11], MNIST database of handwritten digits 
[12], and Adult dataset [11]. 

In summary, we make the following contributions:  
● To the best of our knowledge, we conducted the first study to compare the performance of 

membership inference attacks against different machine learning algorithms to determine which 
machine learning algorithm is more immune to such privacy attacks.  

● We also investigated the relationship between the dataset size and the performance of these 
attacks for each machine learning algorithm.   

● Our findings shed a light on new ways to defend against membership inference attacks. 
The rest of the paper is organized as follows. Section 2 provides a background information about the 

membership inference against ML models and the datasets used in this paper. Section 3 and Section 4 
present our methodology and evaluations of the four different ML algorithms using the three datasets, 
respectively. In Section 5, we introduce the defense mechanism. Section 6 concludes the paper and 
discusses potential future work. 

2 Background 
In this section, we first introduce the definition of membership inference attacks. Then, we present 

the datasets we used for our performance evaluation, and provide background information for the models 
we used during our evaluations. 

2.1 Membership Inference Attack 
Membership inference attack has been identified as a possible confidentiality violation and privacy 

hazard to training data by organizations such as the ICO (UK) and NIST (US) [13]. Membership 
inference attack in ML arises when an adversary aims to find out whether a target data point is used to 
train a specific ML model or not, and the adversary has black-box access to the ML model [14,15]. The 
attack model is a binary classifier, which outputs 0 or 1. The output 0 means the data point is not a 
member while 1 means that the data item is a member of the ML model’s training dataset. Thus, this 
attack is considered one of the simplest privacy attacks [16]. 
 
2.2 Dataset Description 

In this paper, we utilize three different datasets ranging from image to text to conduct our 
experiments. Two of those datasets were used in a previous study [8] which are the MNIST and Adult 
datasets, whereas we added a new dataset Breast Cancer Wisconsin, to investigate the performance of the 
MIA attack on a smaller dataset. The first dataset is the Breast Cancer Wisconsin dataset, which has 569 
samples total. It has 30 attributes and 2 classes, Benign and Malignant, with 212 and 357 samples each, 
respectively. The second dataset is the MNIST database of handwritten digits. It has around 180 samples 
of images per class, so in total it has 1797 samples with 625 dimensions. Finally, we used the Adult 
dataset, which has 48,842 samples with 14 attributes, which is used to determine whether a person earns 
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over 50 K a year. We intentionally selected datasets with different sizes to explore the performance of 
membership inference attacks against different machine learning algorithms. 

2.3 K-Nearest Neighbors (KNN) 
KNN seeks to discover the k training samples closest to a new element in terms of distance and then 

predicts the label of that new element based on the k-nearest points. Any similarity function can be used 
to calculate the distance. Despite its simplicity, KNN is typically successful in classification situations 
with a highly irregular decision boundary [17]. 

2.4 Random Forest (RF) 
RF is a collection of many independent decision trees, each of which is constructed from a sample 

selected from the training set with replacement. The split that is chosen when dividing a node during tree 
construction is no longer the optimal split across all features. Instead, the best split among a randomly 
selected subset of the features is chosen. As a result of this randomness, the forest’s bias usually rises 
significantly [18]. 

2.5 Support Vector Machine (SVM) 
SVM is a supervised machine learning technique that can be used for binary classification, 

regression analysis, and other tasks in multidimensional data spaces, such as outlier detection. In a high-
dimensional feature space, an SVM looks for a hyperplane that separates two classes of data by the 
greatest possible margin. The hyperplane parameters may be mathematically demonstrated to be 
dependent only on a subset of the training samples, known as support vectors. A test sample is first 
projected to the feature space, then assigned a class based on which side of the hyperplane it lies on [19]. 

2.6 Logistic Regression (LR) 
In predictive modeling, LR is used to examine big datasets where one or more independent variables 

can influence the outcome. The result is represented as a dichotomous variable with two possible 
outcomes. In essence, logistic regression calculates the mathematical probability that a given instance 
belongs to a certain class or not [20]. 

3 Methodology 
       In order to determine the vulnerability of different machine learning algorithms to membership 
inference attacks, we explore the performance of such attacks on different machine learning models. We 
first implemented the membership inference attacks using Python. There are many ways to construct the 
attack model. However, the one used in this paper is the attack model proposed by [9] in the third 
adversary, which is based on a threshold. It works without any shadow model, and no training procedure 
is required. The attack only relies on the outcomes obtained from the target model when querying it with 
target data points. This attack model is implemented as an unsupervised binary classification. Firstly, we 
obtain the target model’s output posteriors after querying the target data point. The highest posterior is 
then extracted and compared against a threshold. If the answer is yes, then we predict the data point is a 
member of the training set of the target model and vice versa. Moreover, we used a threshold-choosing 
method in which the top 10 percentile of the data points output can serve as a good threshold since it is 
shown that the top 10 percentile generalizes across all the datasets. Thus, we used the top 10 percentile for 
each dataset to automatically determine the value of the threshold. This simple attack can achieve 
practical inference. Therefore, in this paper, we use this method to perform membership inference attacks 
in ML. We also collected the datasets and applied several  preprocessing techniques to clean the data and 
make it proper for the ML model. Then, KNN, random forest, SVM, and logistic regression are used to 
evaluate the performance of the attack on these ML models. Additionally, in order to see the effect of 
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increasing the size of the training data, we used 60%, 80%, and 100% of each of the three datasets when 
training the aforementioned ML models. Fig. 1 shows an overview of the overall methodology.   
 

 
Figure 1: Block diagram of the overall methodology 

4 Evaluation 
By examining the impact of the membership inference attacks on different machine learning models, 

namely KNN, random forest, SVM, and logistic regression, as shown in Table 1 to Table 4, we can see 
which machine learning algorithms are more immune to such attacks. The results show that random forest 
is the most vulnerable ML model amongst the other models with an average attack accuracy of more than 
95%. On the other hand, SVM and KNN are considered the most immune ML models to such attacks 
with an average attack accuracy of about 78%.  

Furthermore, Fig. 2 to Fig. 4 show the performance of membership inference attacks using different 
sizes of the datasets against different ML models using Cancer, MNIST, and Adult datasets, respectively. 
It can be clearly seen that the performance of membership inference attacks against different ML models 
increases as the size of the training dataset decreases. Experiments on multiple datasets show that 
increasing the dataset size can be a very effective countermeasure against membership inference. For 
example, on the Adult dataset, increasing the size of the dataset used for training the random forest model 
from 30% to 100% of data can decrease the performance of the attack from 0.99 precision and 1.00 recall 
to 0.75 and 0.93, respectively. Also, the attack accuracy increases from 80% to 99%. 
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Table 1: The experimental results for K-Nearest Neighbor (KNN) (Average of 10 Runs) 

Target classifier Dataset Dataset 
size Accuracy Attack  

accuracy 
Attack 
precision 

Attack  
recall 

KNN 

Cancer 100 98.28 74.86 84.86 99.01 
Cancer 80 98.53 75.83 84.93 100 
Cancer 60 95.26 75.99 84.73 100 
MINST 100 98.4 74.95 74.95 75.95 
MINST 80 98.88 86.64 84.88 97.95 
MINST 60 99.16 98.37 99.17 100 
MINST 30 97.3 81.11 80.88 98.9 
Adult 100 82.07 70.9 74.98 99.4 
Adult 80 83.29 71.74 74.91 99.97 
Adult 60 82.85 74.33 79.62 100 
Adult 30 85.3 94.97 80.81 100 

Table 2:  The experimental results for RF (Average of 10 Runs) 

Target classifier Dataset Dataset 
size Accuracy Attack  

accuracy 
Attack 
precision 

Attack  
recall 

RF 

Cancer 100 99.75 96.66 95.73 99.09 
Cancer 80 98.53 75.83 84.93 100 
Cancer 60 99.36 97.86 96.61 100 
MINST 100 98.52 98.99 96.88 100 
MINST 80 98.48 98.07 98.53 99.81 
MINST 60 99.02 99.08 98.75 100 
MINST 30 99.04 99.6 98.17 100 
Adult 100 99.97 99.9 100 100 
Adult 80 88.57 80.71 75 93.35 
Adult 60 89.39 82.67 95.37 95.9 
Adult 30 91.3 98.7 97.42 100 

Table 3:  The experimental results for Support Vector Machine (SVM) (Average of 10 Runs) 

Target classifier Dataset Dataset 
size Accuracy Attack  

accuracy 
Attack 
precision 

Attack  
recall 

SVM 

Cancer 100 97.38 68.4 97.72 84.74 
Cancer 80 97.08 78.54 90.08 63.74 
Cancer 60 97.81 75.26 81.98 67.56 
MINST 100 99.89 78.01 77.32 95.22 
MINST 80 99.7 78.89 78.49 99.29 
MINST 60 99.85 80.7 77.88 99.87 
MINST 30 99.54 86.34 89.55 99.6 



 
198                                                                                                                                             JIHPP, 2021, vol.3, no.4 

 

Adult 100 80.08 74.47 74.99 99.97 
Adult 80 80.08 74.76 74.99 100 
Adult 60 79.99 80.99 88.32 100 
Adult 30 81.47 89.81 90.84 100 

Table 4: The experimental results for Logistic Regression (LR) (Average of 10 Runs) 

Target classifier Dataset Dataset 
size Accuracy Attack  

accuracy 
Attack 
precision 

Attack  
recall 

LR 

Cancer 100 97.14 92.96 92.4 93.88 
Cancer 80 96.42 93.84 97.83 99.8 
Cancer 60 98.21 95.5 99.64 99.52 
MINST 100 99.55 88.68 88.74 88.93 
MINST 80 99.81 97 96.61 98.91 
MINST 60 99.97 99.03 99.74 100 
MINST 30 99.89 99.59 100 100 
Adult 100 80.05 70 70 100 
Adult 80 81.81 72.51 75.1 100 
Adult 60 83.68 75.02 75.01 100 
Adult 30 83.1 80.99 80.6 99.77 

 

 
  Figure 2:  Accuracy of the attack model (Cancer dataset) 

 
  Figure 3: Accuracy of the attack model (MNIST dataset) 
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  Figure 4: Accuracy of the attack model (Adult dataset) 

5 Defense 
Our findings illustrate a new potential way to defend against membership inference attacks. Through 

extensive experiments, we show that increasing the dataset size can be an effective defense mechanism. 
In the black-box setting, the success of membership inference attacks is substantially linked to the target 
model’s overfitting [21]. Therefore, to defend against membership inference attacks, we may increase the 
dataset size when training different ML models. More data helps in avoiding overfitting, and there are 
many ways to address the problem of fewer data [22,23]. Several techniques have been proposed to 
increase the data size without collecting more data such as data augmentation with flips, crops, and 
brightness [24]. 
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