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ABSTRACT

Undoubtedly, spam is a serious problem, and the number of spam emails is increased rapidly. Besides, the massive
number of spam emails prompts the need for spam detection techniques. Several methods and algorithms are used
for spam filtering. Also, some emergent spam detection techniques use machine learning methods and feature
extraction. Some methods and algorithms have been introduced for spam detecting and filtering. This research
proposes two models for spam detection and feature selection. The first model is evaluated with the email spam
classification dataset, which is based on reducing the number of keywords to its minimum. The results of this model
are promising and highly acceptable. The second proposed model is based on creating features for spam detection
as a first stage. Then, the number of features is reduced using three well-known metaheuristic algorithms at the
second stage. The algorithms used in the second model are Artificial Bee Colony (ABC), Ant Colony Optimization
(ACO), and Particle Swarm Optimization (PSO), and these three algorithms are adapted to fit the proposed model.
Also, the authors give it the names AABC, AACO, and APSO, respectively. The dataset used for the evaluation of
this model is Enron. Finally, well-known criteria are used for the evaluation purposes of this model, such as true
positive, false positive, false negative, precision, recall, and F-Measure. The outcomes of the second proposed model
are highly significant compared to the first one.
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1 Introduction

Emails are the most popular means of communication, and they can be considered a piece of life
for most people. Emails are exposed to a lot of threats, such as spam [1]. Electronic spam is regarded
as a serious problem and the most troublesome internet phenomenon challenging companies and
individuals. In addition, spam causes traffic problems and bottlenecks that limit memory, power, and
speed. Furthermore, spam is unwanted emails people and organizations send for several purposes,
such as promotional, fraud, and other purposes. Also, it is the act of sending thousands or millions of
emails to the recipient without their consent or approval. On the other hand, spam is being increasingly
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used to distribute viruses, spyware, and different types of threats. Finally, spam is a severe threat, wastes
internet traffic, contains malicious links, and is dangerous to our networks [2–5].

In the last decades, the internet has become one of the essential aspects of human life. Also,
the internet is a crucial part of communication, education, and business. Emails are an electronic
messaging method for communication, and it used to transfer messages from one user to another. In
emails, junk is a primary concern, and spam emails are also called junk, unwanted, and unsolicited
emails. At the present time, the number of spam messages has increased rapidly for several criteria
such as advertisement, marketing, political emails, and other purposes [5–9].

Spam detection can be done in different methods and techniques such as content filter, header
filter, whitelists, blacklists, machine learning, and others. Some of the methods used for emails
classification are based on feature selection. Feature selection is a procedure for finding the minimum
number of features from the original one. Besides, determining the minimum number of features is
critical for the overall process success and failure [10–15].

Feature selection is mainly categorized into three methods: Filter method, wrapper method, and
embedded method. The filter method is based on choosing the most significant features from the
input before classification, such as correlation-based methods, information gain, and chi-square. The
wrapper method is suitable for a dataset that contains fewer attributes. In wrapper methods, the results
are better than the filter method, but it requires more computational. The embedded method is used
to incorporate the filter method with the wrapper method. Examples of the embedded methods are
weighted Naïve Bayes and artificial neural networks [6,16–25].

In this research, the authors focus on using metaheuristics and machine learning algorithms in
developing an efficient feature selection for emails classification. The metaheuristics feature selection
is essential for the success and the failure of any classification algorithm. Several feature selection
methods are used in this research, such as Artificial Bee Colony (ABC), Ant Colony Optimization
(ACO), and Particle Swarm Optimization (PSO). Two models for emails classification and feature
selection are used in this research. The first model is based on keywords reductions, while the second
model is based on features reduction. The contributions of this work can be summarized in the following
points:

• In model one, keywords are reduced from 3000 to 18 and 53 with promising results, and the
emails spam classification dataset is used.

• In model two, the authors use adapted ABC (AABC), adapted ACO (AACO), and adapted
PSO (APSO) for feature selection in a new manner. Also, the authors create 100 features for emails
classification based on the subject and the body of the emails.

• In model two, each algorithm of AABC, AACO, and APSO are executed independently to reduce
the number of features, and the most frequent features are selected for further experiments. Besides,
in model two, the Enron spam dataset is used.

The rest of this paper is organized as follows: Section 2 talks about related studies. Section 3
demonstrates metaheuristic optimization and machine learning classification. Section 4 sheds light on
the methodology used. Section 5 talks about results and discussions. Finally, this research conclusion
is introduced in Section 6.
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2 Related Studies

In this section, the authors will present several up-to-date research talks about emails classification
and feature selection.

Bahgat et al. [26] proposed an efficient emails filtering approach based on semantic methods. The
authors developed a system using the WordNet ontology and applied several semantic-based methods
and similarity measures for decreasing a large number of extracted textual features. Also, the authors
say that time complexities are reduced, and experimental is done on the standard benchmark Enron
dataset. A comparative study for several classification algorithms is done, and the average accuracy
is more than 90%. Alsmadi et al. [27] collected a large dataset of emails. Besides, several clustering
methods were evaluated. The authors demonstrate that manual or supervised classification can be
more reliable, and classification based on NGram is shown to be the best for a large text collection.

Ablel-Rheem et al. [28] used a data mining technique to classify spam emails. Besides, the dataset
used in this research is UCI spam, and cross-validation is used for evaluation purposes in the training
and the testing. Classifiers used in this research are Naïve Bayes, decision tree, ensemble booting, and
ensemble hybrid boosting classifiers. Authors conclude that classification models using hybrid machine
learning methods have an essential effect on spam detection. Matthew et al. [29] used phrases as a basic
feature in emails classification. Many text classification methods were used in this research, such as
Naïve Bayes, K-NN with TF-IDF weighting and resemblance. Investigation of this research includes
the effect of phrase size, local and global sampling size, and neighborhood size. Authors conclude that
public emails are easier to classify than private. Also, public emails used in this research are collected
from different advertisements and newsletters. Govil et al. [30] proposed an algorithm to generate
a dictionary and features and train them through a machine learning mechanism. Authors create a
library named “stopwords” to remove all helping verbs from the content of the emails. Experiments
were conducted using Naïve Bayes, and the dataset consists of 6000 emails. Aski et al. [31] described
three machine learning algorithms for spam detection. The algorithms used are C4.5 decision tree,
multilayer perceptron (MLP), and Naïve Bayes classifier. The dataset includes 750 emails and 750
spamand the authors demonstrate that the efficiency of MLP is better than the other models. Esmaeili
et al. [19] proposed an email classification model using Naïve Bayes calssifier. Also, Implementation
of feature selection is done with the help of ant colony optimization. The dataset used is collected from
UCI Machine Repository, and the dataset contains 58 attributes. The evaluation was made based on
accuracy, precision, recall, and f-measure.

Wu [32] presented a hybrid method of rule-based processing and a neural network for spam
classification. The author utilizes spam behavior instead of keywords as features. Also, the rule-
based is used to identify and digitize the spamming behavior from the headers and syslogs of emails.
Besides, the author develops an enhanced back propagation neural network (BPNN) with a weighted
learning strategy for the classification mechanism. On the other hand, the author mentions that the
BPNN drawback is unstable time to converge. Also, the author demonstrates that It may not be
possible to detect precisely all spam emails with a single technique. Hossam et al. [33] proposed an
intelligent detection system based on the genetic algorithm and the random weight network for spam
detection. Besides, the Authors develop an automatic identification capability that is embedded in the
developed system. Datasets used are SpamAssassin, LingSpam, and CSDMC2010 Corpus. The results
demonstrate the system can hit promising results. Ismaila et al. [34] proposed a model to improve
the random generation of a detector in a negative selection algorithm (NSA) with the help of using
stochastic distribution to model the data point using particle swarm optimization (PSO). The detector
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generation process will be ended when the expected spam result is reached, and PSO is implemented
at the random generation phase of NSA. Dataset used is obtained from spam base.

Yudongm et al. [35] proposed a spam detection model that focuses on reducing the false positive
rate. The wrapper feature selection method is used to extract useful features. The authors use the C4.5
classifier model, and the dataset used contains 6000 emails. Also, the authors demonstrate that among
seven meta-heuristic algorithms, the binary PSO with mutation operator (MBPSO) is better than the
genetic algorithm (GA), restarted simulated annealing (RSA), particle swarm optimization (PSO), and
binary particle swarm optimization (BPSO) in terms of classification performance. Also, the authors
mention that using the wrap-based feature selection method can achieve high classification accuracy.
Bilge et al. [36] proposed a detection method that combines artificial bee colony with a logistic
regression classification model. Experiments were done on three publicly available datasets (Enron,
CSDMC2010, and Turkish Email). Also, experiments are compared with support vector machine,
logistic regression, and Naïve Bayes classifiers. The authors mentioned that the proposed model could
handle high-dimensional data. Besides, the authors declared that one main limitation of the proposed
method is its high computational complexity compared to other algorithms. Prilepok et al. [37] used
two different algorithms for spam detection. The first algorithm is based on a Bayesian filter, while the
second is based on particle swarm optimization. Preprocessing was done in this research, and numbers
and words less than three characters were removed. The number of features is 300. The precision of
ham detection is more than 99%, and spam is between 66% and 90%.

3 Metaheuristic Optimization and Machine Learning Classification

In this section, the authors will demonstrate several metaheuristic algorithms, such as artificial
bee colony, ant colony optimization, and particle swarm algorithm. Also, this section will talk about
random forest classifiers.

3.1 Artificial Bee Colony (ABC)
Artificial Bee Colony (ABC) is an optimization algorithm that was proposed by Karaboga in 2005

[38]. It is one of the swarm intelligence-based algorithms which mimic the behavior of the honeybee
swarm. In the ABC model, the colony consists of three groups of bees: employee bees, onlookers, and
scouts. In this model, it is assumed that there is only one artificial employed bee for each food source
which means that the number of employed bees is equal to the number of food sources. Employed
bees go to the source of the food and then come back to the hives. If the employed bee’s source food
is terminated, it becomes a scout. Onlooker bees watch the dances of employed bees and choose food
sources depending on dances. Several types of research use ABC to get the optimal set of features for
spam detection with significant performance [36,39–42]. ABC algorithm is adapted to fit the proposed
model as follows:

Adapted ABC Algorithm
1- Initial Phase (The dataset)

a. Allocate parameters to initial values (Features).
Lower bound [1], upper bound [50,75,100], colony size [40,60,80,100], Max iteration [80,100]

b. Arbitrarily generate solutions (Feature).
c. Assess the solutions.
d. Continue to employed bee phase.

(Continued)
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2- Employed Bee Phase
a. Create a candidate solution (Features).
b. Evaluate a new solution.
c. Continue to onlooker bee phase (search another feature).

3- Onlooker Bee Phase
a. Compute the probability of solutions. (evaluate feature).
b. Pick solutions for each onlooker bee.
c. Create the candidate solution.
d. Assess a new solution (greedy selection).
e. Continue to memorize the best solution.

4- Memorize the best solution
5- Loop (While termination condition not satisfied) (Dataset is not empty)

a. Is there another solution?
i. If YES, Replace the best solution with a randomly generated solution (Scout Bee Phase),
then Check stop criteria.
ii. If STOP criteria, STOP or go back to the employed bee phase.

b. Is there another solution?
i. If NO, If STOP criteria, STOP or go back to the employed bee phase.

6- Output the best result (Selected Features)

3.2 Ant Colony Optimization (ACO)
Ant Colony Optimization (ACO) is a probabilistic technique for solving several computational

problems. It is based on the behavior of ants seeking the best path between the colony and the source of
the food [43,44]. the ACO technique was initially proposed by Marco Dorigo in 1992 in his Ph.D. thesis
[45,46]. This technique consists of three steps: Firstly, each ant stochastically constructs a solution;
later, the paths found by the different ants are compared, and finally, updating the pheromone levels
on each edge occur. There are several types of research that use ACO in spam detection with highly
acceptable performance. ACO algorithm is adapted to fit the proposed model as follows [19,39,40].

Adapted ACO Algorithm
1. Initialization

a. Initialize pheromone evaporation [0.4,0.5,0.6], pheromone trail [1] (Features).
2. Loop (While termination condition not satisfied) (the dataset is not empty)

a. Ant generation (Feature).
b. Construct candidate solution.
c. Pheromone evaporation.
d. Update pheromone.
e. Daemon action (if necessary).

3. Output the best result (Selected Features)

3.3 Particle Swarm Optimization (PSO)
Particle Swarm Optimization (PSO) is an optimization algorithm that was developed by Kennedy

and Eberhart developed it in 1995 [47,48]. It is inspired by the behavior of collective animals like
birds and fish. Also, it aims to solve any problem by creating a population of candidate solutions
[49,50]. There are several types of research that use PSO in spam detection and classification. In
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PSO, each particle assesses its position based on the fitness function, and it is used to control its
movement (velocity) in the existing search space. The velocity calculation considers the best position
of the particles, which is called the personal best position (pBest), and the best position achieved
by the neighbors (gBest). PSO particle positions are updated using the following equations. Also,
PSO shows impressive results as an optimization algorithm and can be used with high-dimensional
imbalanced data [51–55]. In addition, PSO particles positions are updated to fit the proposed model
as the following Eqs. (1) and (2) [35,37,49,50]:

Xi (t + 1) = Xi (t) + Vi (t + 1) (1)

Vi (t + 1) = W .Vi (t) + r1.c1. [pBest (i) − Xi (t)] + r2.c2. [gBest (i) − Xi (t)] (2)

where:

Xi: The particle position i.

t: The iteration number.

Vi: The Velocity of particle i.

W: inertia weight.

r1,r2: random numbers between 0 and 1.

c1,c2: constant coefficients.

pBest: the current best position.

gBest: the current global best position of the particle’s neighbors.

Adapted PSO Algorithm
1. Initialization

a. initialize parameters (c1,c2,r1,r2) r1 and r2 [ random numbers between 0 and 1; c1 and c2
[1,1.5,2,2.5,3,3.5])

2. Calculate fitness for each particle
3. Loop (While termination condition not satisfied) ( the dataset is not empty)

a. Evaluate fitness value; if better than pBest assign current as new pBest else; Keep previous
value (PBest).
b. Allocate best particles pBest to gBest.
c. Compute velocity (See Eqs. (1) and (2)).
d. Update velocity.

4. Output the best result (Selected Features)

3.4 Random Forest Classifier (RF)
Random forest (RF) is a classification algorithm consist of many decision trees. It is one of the

most significant algorithms with high accuracy, and it was first introduced by Breiman in 2001 [56]. In
RF, each tree is built based on different bootstrap samples drawn from the data to increase diversity.
The number of selected features is less than the total number of available features in the dataset. One
major advantage of RF is the speed and efficiency with large datasets [57–60].
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4 Methodology

In this part, the authors will demonstrate the dataset used in this experiment. Also, feature
selection and the proposed model are explained.

4.1 Datasets
Several datasets are available for evaluation purposes, such as PU, SpamBase, Enron spam,

SpamAssassin, TREC, CCERT, and emails spam classification dataset [6,10]. In this paper, the emails
spam classification dataset is used in model one, and It consists of 5172 emails [61]. The dataset of the
emails spam classification consists of 5172 rows, each row for each email, and 3000 columns. The name
of the emails has been set with numbers. The last column has the labels for prediction (1 for spam),
and (0 for not spam), which means that the actual number of columns is 3000. The 3000 columns are
the most common words in all the emails. The number of spam emails is 1500, and not spam is 3672,
which means the percentage of spam emails is 29%, and the percentage of ham is 71%. Besides, in
model two, the Enron spam dataset is used, and specifically, Enron6, which consists of 6000 emails,
4500 spam, 1500 legitimate, and all emails are text files [62].

4.2 Feature Selection
Feature selection is an important issue, and no doubt that feature selection and reduction play

an essential role in any classification process. Creating features in emails classification can be done
in several ways. In this research, features are created based on the subject and body of the emails.
Features are constructed in similar ways as [59,60,63]. The number of features in this research is 100,
94 features are based on symbol, word frequency, and the last six features are created based on other
emails features. Part of the features used in this research is demonstrated in Table 1.

Table 1: List of features in model two

Features Importance Features Importance

1. Symbol Freq ! 0.402 90. World Freq Get 0.439
2. Symbol Freq & 0.394 91. World Freq Limited 0.321
3. Symbol Freq $ 0.501 92. World Freq Now 0.568
4. Symbol Freq @ 0.612 93. World Freq Action 0.621
5. Symbol Freq # 0.397 94. World Freq Urgent 0.612
. . . . . . . . . . . .

20. World Freq Act 0.493 95. Number of words containing
only letters

0.081

21. World Freq Action 0.485 96. Max of the character length of
words

0.073

22. World Freq Apply 0.521 97. Number of words in all
uppercase

0.0111

23. World Freq Buy 0.539 98. Number of words that are digits 0.0123
24. World Freq Call 0.502 99. Number of words containing

letters and numbers
0.089

25. World Freq Click 0.569 100. Number of characters 0.071
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4.3 The Proposed Models
The authors develop two models for spam detection. Model one is demonstrated in Fig. 1. While

model two is shown in Fig. 2.

4.3.1 Model One

The first model is evaluated using the emails spam classification dataset. As mentioned previously,
the dataset consists of 5172 emails (1500 spam, 3672 legitimate). 90% of the dataset is used for training,
and the rest of the dataset is used for testing, see Fig. 1.

Figure 1: Model one (feature selection and classification using e-mail spam classification dataset)

Model one feature selection and classification are made as follows: the number of features is
reduced based on the number of the appearance of any keyword (feature) in distinct files. Two
experiments were done. The first one was with 18 keywords, for keywords appear in >= 20 distinct
files. The second one was with 53 keywords, for keywords appear in >= 15 distinct files.

4.3.2 Model Two

The second model is evaluated using the Enron dataset. As mentioned previously, the Enron
dataset consists of 6000 emails (4500 spam, 1500 legitimate). 90% of the dataset is used for training,
and the rest of the dataset is used for testing, which means 4050 spam, 1350 legitimate for training,
and 450 spam, 150 legitimate for the testing, see Fig. 2.

In this model, features are created based on the body and the subject of the emails. Prepossessing
is done with this model. All words ≤ 3 characters are removed, and frequently symbols are considered.
Experiments were done with only 100 features.
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Figure 2: Model two (feature selection and classification using enron dataset)

5 Results and Discussions

The following section will demonstrate the evaluation metrics and the results related to this study.
All experiments were done using Dell Machine, Intel(R), Core i7-CPU 1.8 GHz, installed memory
(RAM) 16 GB, 64 Bit Operating System, Windows10. Besides. Finally, the Anaconda Python open-
source is used.

The authors use standard criteria such as True Positive (TP), False Positive (FP), False Negative,
Precision (P), Recall (R), and F-Measure. To demonstrate these regular criteria, please see Table 2
below and Eqs. (3)–(8).

Table 2: Confusion matrix

Predicted

Normal Attack

Actual Normal a (TP) b (FN)
Attack c (FP) d (TN)

TP (True Positive): The model correctly predicts the positive class.

FN (False Negative): The model incorrectly predicts the negative class.
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FP (False Positive): The model incorrectly predicts the positive class.

TN (True Negative): The model correctly predicts the negative class.

Precision: The ratio of the number of correct decisions.

Recall: The ratio of total relevant results correctly classified.

F-measure: A single measure that balances precision and recall.

TPR = a
a + b

(3)

FPR = c
c + d

(4)

FNR = b
a + b

(5)

Precision = TP
TP + FP

(6)

Recall or (Sensitivity) = TP
TP + FN

(7)

F-measure = 2 ∗ Precision ∗ Recall
(Precision + Recall)

(8)

5.1 Model One Experiments
Model one experiments were done as follows: the dataset used in this model was the emails spam

classification. 90% of the dataset was used for training, and the rest was used for testing. The Anaconda
Python open source was used as well.

The results of the proposed model one is shown in Table 2. The experiments were done using
the RF classifier. In addition, the Anaconda Python open source was used at all stages. Table 3
demonstrates TP, FP, precision, recall, and the F-measure.

Table 3: Model one experiments using RF classifier

Appearance/Distinct
files

No. Keywords TP FP Precision Recall F-Measure

All files 3000 0.993 0.582 0.807 0.993 0.890
>= 15 Distinct files 53 0.950 0.257 0.901 0.950 0.925
>= 20 Distinct files 18 0.994 0.881 0.734 0.994 0.845

The FP rate result with 3000 keywords (all files) is 0.582, but it is 0.257 when using only 53
keywords that appear greater than or equal to 15 distinct files. Also, it is 0.881 when using only 18
keywords. The results show highly acceptable results with a reduced number of keywords. In addition,
Fig. 1. demonstrates the TP, precision, recall, and F-measure results are highly accepted. The results
with 53 keywords and greater than or equal to 15 distinct files are promising, see Fig. 3.
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Figure 3: Model one results

5.2 Model Two Experiments
Model two experiments are done as follows: the dataset used is Enron. Also, experiments are done

at two stages (training and testing). Training is done using 90% of the dataset, also preprocessing is
done to eliminate the number of keywords and features. Finally, the Anaconda Python open source
is used.

In model two, each feature selection method from AABC, AACO, and APSO are executed
independently to select a subset from the 100 features created. The subset of the features is saved
for further experiments. For experiments purposes, each algorithm is run independently 50 times, and
the list of most repeated features is considered. Table 3 represents the number of features selected for
each algorithm.

Table 4: Feature reduction

Feature selection algorithm AABC AACO APSO

No. of features selected 47 54 63

The results of the proposed model two are shown in Table 3. Also, experiments are done using the
RF classifier. Table 3 demonstrates TP, FP, precision, recall, and the F-Measure.

Model two experiments show highly acceptable results, especially with the APSO algorithm. As
shown in Table 5, TP, FP, and FN results are promising with the reduced number of features. Figs. 4–9
show TP, FP, FN, precision, recall, and F-measure, respectively.

Table 5: Model two experiments using RF classifier

Feature selection
algorithm

TP FP FN Precision Recall F-measure

AABC 0.701 0.219 0.285 0.7620 0.7110 0.7356
AACO 0.852 0.159 0.258 0.8427 0.7676 0.8034
APSO 0.899 0.119 0.152 0.8831 0.8554 0.8690
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The results demonstrated in the figures above are highly acceptable. Also, Model two proposed
using three well-known feature selections. The AABC, AACO, and APSO reduce the number of
features from 100 to 47, 54, and 63.

F-measure values in both experiments are highly significant. Model one shows 92.5% F-measure
with only 53 keywords. Also, the Best results in model two is demonstrated with APSO with 86.9%.

6 Conclusion

Spam is a serious problem that every user can face. This research proposes two models for spam
detection and prevention. Model one for spam detection is evaluated with the email spam classification
dataset. In this model, the number of keywords in the dataset is 3000. Also, this massive number
of keywords is reduced to 18 and 53 by using two different criteria. Criteria used in model one is
based on the number of the appearance of any keywords in distinct files. The results of model one
are promising, and it shows the F-measure is 92.5% when selecting keywords that appear >= 15
distinct files. The second proposed model is based on using three emergent metaheuristic algorithms.
The algorithms used in this model are Adapted Artificial Bee Colony (AABC), Adapted Ant Colony
Optimization (AACO), and Adapted Particle Swarm Optimization (APSO). Several modifications are
done on ABC, ACO, and PSO to fit the proposed model. In model two, 100 features are created based
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on different criteria of email body and subject. Also, the number of features is reduced by using the
AABC, AACO, and APSO algorithms to 47, 54, and 63, respectively. The limitation of this research
is that it is evaluated with only two datasets. So it may be useful to perform the experiment on extra
datasets. The results of the three mentioned algorithms are promising, but APSO shows the best results
with 86.9% for F-Measure among the others. Future works for the authors could be evaluating other
metaheuristic algorithms with different datasets.
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