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#### Abstract

In the present paper, the distribution feeder reconfiguration in the presence of distributed generation resources (DGR) and energy storage systems (ESS) is solved in the dynamic form. Since studies on the reconfiguration problem have ignored the grid security and reliability, the non-distributed energy index along with the energy loss and voltage stability indices has been assumed as the objective functions of the given problem. To achieve the mentioned benefits, there are several practical plans in the distribution network. One of these applications is the network rearrangement plan, which is the simplest and least expensive way to add equipment to the network. Besides, by adding the DGRs to the distribution grid, the radial mode of the grid and the one-sided passage of power are eliminated, and the ordinary and simple grid is replaced with a complex grid. In this paper, an improved particle clustering algorithm is used to solve the distribution network rearrangement problem with the presence of distributed generation sources. The PQ model and the PV model are both considered, and for this purpose, a model based on the compensation technique is used to model the PV busbars. The proposed developed model has particularly improved the local and global search of this algorithm. The reconfiguration problem is discussed and investigated considering different scenarios in a standard 33 -bus grid as a well-known power system in different scenarios in the presence and absence of the DGRs. Then, the obtained results are compared.
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## 1 Introduction

The use of small generators for power generation has gradually faded with the construction of big power plants. However, the growth of consumption, economic-geographic limitations of power transmission, the evolution of the power electronic technologies, restructuring of the power industry, and environmental problems have led to the re-consideration and re-use of these generators in the power generation industry. According to the definition, distributed generation (DG) refers to the electric energy generation units with a capacity of less than 10 MW , in which the distribution feeders or customer levels are connected to the grid in the stations [1]. The connection of DG to the distribution grid can have positive or negative effects on the grid's performance, depending on the capacity and
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location of the resources [2]. Besides, DG changes the power flux in the distribution grid, resulting in which the main structure of the grid will no longer be optimal for loss reduction in the presence of the DG. Therefore, the grid requires a new reconfiguration to optimize the cost and improve the grid's reliability [3]. To increase the reliability and reduce the outages of the distribution grid, the grids are commonly designed in a circular form; however, to lower the short-circuit level and coordinate the protection systems, these grids are operated radially, which will result in the increased loss in the grid. Therefore, the DFR is executed through switching management in the distribution grid to reduce the losses, improve reliability, and so on. In the reconfiguration process, the distribution feeders are reconfigured about the status of the switches to achieve different goals. In the reconfiguration process, some constraints, including maintenance of the radial structure of the grid after the reconfiguration, feeding of all loads, care of the voltage of the buses in the specified range, and loading of the lines, must be met [4]. The DFR is a nonlinear and non-convex problem; thus, mathematical methods are not suitable for this purpose due to the limitations of the objective functions and constraints such as discontinuity and differentiability. So far, numerous studies have been conducted on the distribution grid reconfiguration; but most of these studies have not investigated the effect of DG on the operation of the distribution grid in detail. The necessity and benefits of reconfiguration in normal conditions in distribution grids can be studied in terms of the following aspects [5]:
a) Loss reduction: Today, loss reduction in distribution grids is the most critical priority in the design and operation of power grids. In power supply networks, a considerable percentage of the electric energy generated in power plants is wasted in the path from generation to consumption. The losses can occur at all power systems, including generation, transmission, and distribution. Yet, nearly $75 \%$ of the losses occur in the distribution system. Recent studies have shown that almost $5 \%-13 \%$ of the total generated power is lost as the line losses in the distribution grid [6]. Several methods have been proposed so far for loss reduction, including capacitor placement, consumption management for peak shaving, replacement of grid conductors, changing the voltage level, load management of transformers, and grid reconfiguration. Among these methods, reconfiguration is the simplest and lowest-cost method for loss reduction. The profit-to-cost ratio of each of the methods mentioned above is presented in Table 1 [7].

Table 1: Profit-to-cost ratio of different loss reduction methods

| Cost/profit (Many times normal) | Loss reduction method |
| :--- | :--- |
| 2 to 8 | Capacitor placement |
| 0.6 to 7 | Replacement of conductors |
| 1.5 to 3 | Voltage level changing |
| 1 to 15 | Load management of distribution <br> transformers |
| 1 to 13 | Reconfiguration |

As shown in the above table, the two methods of "load management of distribution transformers" and "reconfiguration" have the highest profit-to-cost ratio.
b) Voltage stability improvement: Due to the high current and high $\mathrm{R} / \mathrm{X}$ ratio in distribution grids, the voltage drop is considered a severe problem. In recent decades, due to the growing increase in subscribers and the problems occurring in the construction, operation, and repair of the power plant units and transmission network, the power systems have undergone excessive loading. As a
result, many power systems and, consequently, distribution grids worldwide have been exposed to a phenomenon known as voltage instability. There are various methods for improving the power grid voltage stability, one of which is grid reconfiguration [8].
c) Load balance between feeders: The load imbalance in the distribution grid results not only in an unnecessary occupation of the capacity of the grid and equipment but also in increased electric energy loss and, thereby, increased investment cost. When the equipment is added to balance the load, in addition to the significant equipment purchase investment costs, the costs of the equipment repair and maintenance will be increased [9]. There are various methods for load balance, among which the reconfiguration method can establish the load balance between the feeders while maintaining the existing facilities and without adding any equipment. Reconfiguration causes the load flows to be transferred from one feeder to another, yielding the load balance. Since the reconfiguration problem is an optimization problem with several objectives and limitations, two different scenarios have been considered for this purpose. In the first scenario, loss reduction, load balance between feeders, and the number of switching operations are assumed as the objectives. In the second scenario, the objectives include loss reduction, voltage stability improvement, and reduction in switching operations [10]. In most of the studies distribution grid reconfiguration in the presence of DGRs, the resource has been assumed as a negative load in the reconfiguration problem. (PQ model). In the present paper, the PQ and PV models are compared. To model the PV busbars, two compensation technique-based methods are used. In the first method, the reactance sensitivity matrix is used, described in [11]. A disadvantage of this method is that it requires repetitive distribution of loads. Thus, the reconfiguration problem, in which we face several configurations, will be very time-consuming. In the present work, this problem is solved using genetic algorithm (GA) so that the algorithm determines the optimal configuration and the reactive power of the DG simultaneously. In [12], the bacteria foraging algorithm (BFA) was used as a new method for distribution grid reconfiguration. The researchers claimed that this algorithm had a better performance than the GA in implementation, flexibility, and speed of convergence to the optimal solution. Besides, this algorithm can be useful and have higher capabilities to be applied to real systems on a large scale. In [13], a new evolutionary method based on a hybrid PSO-NelderMead algorithm was used to solve the reconfiguration problem. In this method, in order to improve efficiency, the PSO was combined with the developed method. The proposed plan had high precision and speed. The power loss was the objective function in this reference. In addition to the previous limitations, the number of switching operations was added to the optimization problem. In [14], the authors proposed a hybrid SFLA-PSO algorithm for solving the distribution grid reconfiguration problem reduce the losses and improve the voltage stability in the presence of the DGRs. In [15], a hybrid GWO-PSO algorithm was used for solving the problem of dynamic DFR in the presence of DGRs in order to reduce the losses and operation costs. Also, an improved GSA algorithm was proposed for solving the DFR problem in the presence of the DGRs, aiming to improve the transient stability index. In [16], an improved hybrid SFLA-PSO algorithm was proposed for solving the problem of dynamic DFR and capacitor switching in the presence of the DGRs and ESSs [17]. In [18], the ANO algorithm was used for solving the problem of dynamic DFR and switching of capacitor banks in the presence of DGRs with the aim of reducing the losses. Also, an improved hybrid SFLAPSO algorithm was proposed for solving the problem of reconfiguration and capacitor switching in a dynamic framework to minimize the grid operation costs. Although these algorithms are good methods for optimization and design problems. However, if the number of optimization parameters is higher, their efficiency decreases and the computation time increases. This makes them impossible to use in timely applications and large-scale systems such as real power systems. Table 2 shows a comparison of the different methods.

Table 2: Advantages and disadvantages of intelligently used optimization methods

| Algorithms | Advantages | Disadvantages |
| :---: | :---: | :---: |
| Differential | 1- Random search | 1-Rapid convergence in local |
| Evolutionary Algorithm | 2-It has a simple structure | areas |
|  | 3- Good performance in special conditions | 2- Inability to solve problems by increasing variables |
| Bacteria Algorithm | 1- High speed | 1- Linear and piece approximation 2- Low accuracy of the problem |
| Particle Swarm | 1-Suitable search ability | 1- Bad local search |
|  | 2- Good combination and hybridization with other methods | 2- The possibility of getting stuck in the local minimum increases with increasing the number of variables |
| Genetic Algorithm | 1-Good local search ability <br> 2- Good combination with other algorithms | 1- Inefficiency in general search <br> 2- Relatively good local search in online mode |

In the above-mentioned papers and in most of the studies on the reconfiguration problem, the effect of DG on the distribution system's operation has not been investigated in detail. However, in the present paper, the DFR problem is investigated considering different models of DG and ESS in terms of loss reduction and voltage stability. Also, a developed PSO algorithm with self-adaptive timevarying particles is used to solve the reconfiguration problem. Regarding the alternative behavior of the DGRs, most of the references in this field have not taken the uncertainty of the power of these resources into consideration. Accordingly, the features of the model presented in this study are as follows:

- Proposed an optimal design for energy management in the presence of the DGRs with energy storage units;
- Consider an appropriate level of reliability and grid security considering the uncertainty in the output power of the DGRs;
- An improved PSO algorithm is presented in this work for dealing with the complexities of the optimization problem;
- The non-distributed energy, energy losses, and voltage stability index are defined as the objective functions of the problem.

The rest of this paper is organized as follows: Section 2 provides the problem formulation. In Section 3, the developed algorithm is proposed. Section 4 presents the results of simulation and numerical analysis on the 33-bus system. Finally, the simulation results are provided in Section 5.

## 2 Problem Modeling

In this section, each of the objective functions will be modeled. Then, each of them will be normalized to form a multi-objective function inspired by the fuzzy sets. Afterward, a membership function will be assigned to each objective, so that the membership function will indicate the satisfactoriness level of the objective. Since each function takes a value between zero and a unit (not merely zero and one) in the fuzzy logic, the above multi-objective optimization problem will have higher flexibility.

### 2.1 Membership Function for Loss Reduction

The loss value can be obtained using the following equation:
$P_{\text {LOSS }}=\sum_{k=1}^{l}\left|I_{k}\right|^{2} R_{k}$
where $P_{\text {Loss }}$ is the total power loss, $I_{k}$ is the current flowing in branch $k, R_{k}$ is the resistance of branch $k$, and 1 is the number of feeders. The power loss ratio is defined as follows:
$P L_{t}=\frac{P_{L O S S, t}}{P_{\text {LoSS }, 0}}$
where $P_{\text {Loss }, t}$ is the total power loss for the $i^{\text {th }}$ design of reconfiguration and $P_{\text {Loss, } 0}$ is the total power loss before the reconfiguration.

The membership function for loss reduction is illustrated in Fig. 1.


Figure 1: Membership function for loss reduction
Regarding the above figure, $\mu\left(P L_{t}\right)$ is obtained from the following equation:
$\mu\left(P L_{t}\right)=\left\{\begin{array}{l}\frac{\left(P L_{t}-P L_{\text {min }}\right)}{\left(P L_{\text {max }}-P L_{\text {min }}\right)}, P L_{\text {min }}<P L_{t}<P L_{\text {max }} \\ 0, P L_{t} \geq P L_{\text {min }} \\ 1, P L_{t} \geq P L_{\text {max }}\end{array}\right.$

### 2.2 Membership Function for Load Balance

The load balance index is defined as follows:
$B_{t}=\sum_{k \in B}\left(\frac{\left|I_{k, t}\right|}{I_{k \text { max }}}\right)^{2}$
where $B_{t}$ is the load balance index for the $i^{t h}$ design of reconfiguration, $B$ is the set of branches forming the ring in the grid, $I_{k, t}$ is the current of the $k^{\text {th }}$ branch for the $i^{\text {th }}$ design of reconfiguration, and $I_{k \text { max }}$ is the
maximum current that branch $k$ can tolerate. The load balance index defined in Eq. (4) is normalized as follows:
$L B_{t}=\frac{B_{t}}{B_{0}}$
where $L B_{t}$ is the normalized LBI for the $i^{\text {th }}$ design of reconfiguration and $B_{0}$ is the LBI before the reconfiguration. The membership function of the load balance is depicted in Fig. 2.


Figure 2: Membership function for load balance
According to Fig. 2, $\mu\left(L B_{t}\right)$ is obtained from the following equation:
$\mu\left(L B_{t}\right)=\left\{\begin{array}{l}\frac{\left(L B_{t}-L B_{\text {min }}\right)}{\left(L B_{\text {max }}-L B_{\text {min }}\right)}, L B_{\text {min }}<L B_{t}<L B_{\text {max }} \\ 0, L B_{t} \geq L B_{\text {min }} \\ 1, L B_{t} \geq L B_{\text {max }}\end{array}\right.$

### 2.3 Membership Function for the Number of Switching Operations

Fig. 3 illustrates the membership function for the number of switching operations.


Figure 3: Membership function for the number of switching operations
Regarding Fig. 3, $\mu\left(S W_{t}\right)$ is obtained from the following equation:
$\mu\left(S W_{t}\right)=\left\{\begin{array}{l}\frac{\left(S W_{t}-S W_{\text {min }}\right)}{\left(S W_{\text {max }}-S W_{\text {min }}\right)}, S W_{\text {min }}<S W_{t}<S W_{\text {max }} \\ 0, S W_{t} \geq S W_{\text {min }} \\ 1, S W_{t} \geq S W_{\text {max }}\end{array}\right.$
where $S W_{t}$ is the number of switching operations for the $i^{\text {th }}$ design of reconfiguration.

### 2.4 Objective Function

In this section, we will combine the three above-mentioned objective functions by weighted factors. For each of these objectives, a weighted factor is considered. Then, the three objective functions normalized using the fuzzy sets theory are modeled as a multi-purpose objective function, as follows:
$F=\sum_{X=1}^{3} W_{X}: f_{X}$
where $f_{X}$ for $X=1,2,3$ is the objective function of loss reduction, reduction of load balance defined in Eq. (4), and reduction of the number of switching operations, respectively. Also, constants $W 1$ and $W 2$, respectively, assign the corresponding weight to each of these objective functions. Regarding the conditions of the system and the intended objective functions, the solution of the multi-objective problem can be directed toward the given criteria by changing and adjusting the weighted coefficients. Besides these multi-purpose objective functions, the following constraints must be met [19]:

1) Load distribution equations: The sum of the powers flowing in the branches connected to the $i^{\text {th }}$ bus is equal to the load demand in the $i^{t h}$ bus.
2) Voltage limitation of the buses: The voltage of the buses must remain in the permitted range. $V^{\text {min }} \leq V_{i} \leq V^{\text {max }}$
3) Current limitation of the feeders: The current flowing in the feeders cannot exceed the permitted level due to thermal limitations.

$$
\begin{equation*}
\left|I_{k}\right| \leq I_{k}^{\max } \tag{10}
\end{equation*}
$$

4) Limitation of radial structure of the grid: The grid must keep its radial structure.
5) Limitation of load non-discontinuity: The grid must be reconfigured in such a way that no load is separated from the grid and all the buses must have energy.

### 2.5 Radial Structure Recognition Algorithm

To recognize the radial structure, the bust incidence matrix is used. The procedure of the algorithm is as follows [20]:

1) Form the bus incidence matrix $\hat{A}$. The dimension of this matrix is ( $1 \times n$ ), so that 1 is the number of branches of the grid and $n$ is the number of the buses. Also, $a_{i j}$ is assumed as the entry of the $i^{\text {th }}$ row and $j^{\text {ith }}$ column as follows:

If the branch between bus $i$ and bus $j$ exits bus $I$, then, $a_{i j}=1$; if it enters bus $I$, then, $a_{i j}=-1$. But, if there is no branch between these two buses, then, it is assumed that $a_{i j}=0$.
2) After forming $\hat{A}$, eliminate the column corresponding to the base bus from matrix $\hat{A}$. The newly obtained matrix is indicated by $A$. The dimension of matrix $A$ will be $(B \times N)$, so that $B$ is the number of the branches of the grid and $N$ is the number of the buses of the grid without considering the reference bus.
3) If the primary grid has no ring, then matrix $A$ obtained from the previous step will be a square matrix. If matrix $A$ is a square matrix, then two states will occur: $(\operatorname{det}(A)=1 \operatorname{or} \operatorname{det}(A)=-1)$.

1 - If determinant of $A$ is equal to 1 or $-1(\operatorname{det}(A)=1$ or $\operatorname{det}(A)=-1)$, then, the structure of the grid will be radial.

2- If determinant of $A$ is equal to 0 , then, the grid will not be radial and a group of the loads go out of service.

### 2.6 Introduction of the Voltage Stability Index

In the previous section, the objectives of the removal of losses and reduction of the number of switching operations were introduced; thus, there is no need to introduce them again. In this section, the voltage stability index of the buses is defined. In a distribution grid, due to the high value of the current and $\mathrm{R} / \mathrm{X}$ ratio, the problem of voltage drop is taken into consideration seriously. With an increase in the load demand in the distribution grid, the occurrence probability of the voltage collapse is intensified. Therefore, it is necessary to identify and determine the buses that are exposed to voltage fluctuations more than others [21]. Using the sensitivity analysis technique, a stability index is defined for each bus. This index identifies the most sensitive bus that is exposed to voltage collapse. Also, it can be obtained from the quadratic equations used in the load distribution algorithms of the distribution grids to calculate the voltage. This equation is written as follows:
$V_{r}^{4}+2 V_{r}^{2}(P . R+Q . X)-V_{s}^{2} V_{r}^{2}+\left(P^{2}+Q^{2}\right)|Z|^{2}=0$
where $V s$ and $V r$ indicate the voltage domain in the sender $(s)$ and receiver $(r)$ buses, respectively. Also, $Z$ is the impedance of the connector line between the above two buses, and $P$ and $Q$ are the active and reactive powers transmitted from bus $s$ to bus $r$, respectively. Eqs. (12)-(15) have four roots. The maximum positive value of the roots is obtained as follows:
$V_{r}=0.707\left[b+\left(b^{2}-4 c\right)^{1 / 2}\right]^{1 / 2}$
where:
$b=V_{s}^{2}-2 P R-2 Q X$
and
$C=\left(P^{2}{ }_{-}+Q^{2}\right)\left(R^{2}+X^{2}\right)$
Regarding Eq. (12), the real value of the voltage domain in the receiver bus $r$ will exist under the following conditions:
$b^{2}-4 c \geq 0$
By setting Eq. (15) equal to zero, the critical point of the loading of the grid will be obtained. Therefore, the equation indicating the voltage stability index in receiver bus $r$ is obtained as follows: $V S I(r)=V_{s}^{4}-4(P . X-Q . R)^{2}-4 V_{s}^{2}(P . R+Q . X)$

The bus with the smallest VSI index will be recognized as the bus with the highest sensitivity to voltage collapse (critical bus). This index is equal to 1 in the case of no load and equal to zero in the case of voltage collapse.

### 2.7 Modeling the Electric Energy Storage System (Battery)

To appropriately model and utilize the battery, the two charging and discharging modes were modeled as follows. One of the most critical battery-related parameters is the SOC (state of charge) of the battery, the value of which in the fully-charged state is equal to 1 and, in the fully-discharged state, is equal to zero. This variable is obtained every hour from the state of the previous hour and the battery power at that hour. The SOC indicates the current state of the charge compared to the total
capacity of the battery and represents the battery's charging value or, in other words, the amount of energy remained in the battery. It is expressed as the percentage ranging from zero to 100 [22]. In the present paper, this parameter is presented at every hour of the day.
$S O C_{t}=\frac{E_{t}}{C A P_{b a r}} \times 100$
where $E_{t}$ is the amount of power charged at hour $t$ and $C A P_{b a r}$ is the nominal capacity of the battery. Then, instead of $S O C$, variables $x_{t}^{B D}$ and $x_{t}^{B n}$ indicate the charging and discharging states, respectively.

It is evident that the battery cannot be in the charging and discharging states at the same time. This limitation is modeled by the following equation. In this equation, variables $x_{t}^{B n}$ and $x_{t}^{B p}$ indicate the charging and discharging states of the storage, respectively. For example, if the value of $x_{t}^{B p}$ is equal to 1 , it means that the battery is in the charging state and, thus, the value of $x_{t}^{B n}$ will be equal to zero:
$x_{t}^{B p}+x_{t}^{B n} \leq 1$
It is necessary to say that a battery cannot be completely discharged for the reason it will be damaged seriously and irreversibly, and will become unusable. Therefore, a portion of the nominal capacity is assumed as the inactive capacity. The below equation guarantees the discharging value in each period is less than the amount of the available charge of the battery in period $t$ :
$x_{t}^{B n}<x_{t}^{B D}$
The energy stored in the battery at each moment must be between its minimum and maximum permitted values. The battery's capacity constraint (limitation) is expressed by the following inequality, where $E^{\text {min. } B}$ and $E^{\text {max. } B}$ indicate the minimum and maximum capacity of the system, respectively, and $E_{o}^{B}$ represents the initial capacity:
$E^{\text {min. } B} \leq E_{o}^{B}+E_{t} \leq E^{\text {max: } B}$

### 2.8 Radial Load Distribution Algorithm

To study the static behavior of the distribution systems, calculating the load distribution is one of the critical calculations. Importing the DG into the calculation makes the high-precision calculations more complicated. In the presence of DG, the commonly used methods of load distribution in distribution systems are not much efficient. Thus, it is necessary to modify these methods to import the DG that is commonly modeled in the distribution grids PQ or PV buses. Generally, the common methods of load distribution are divided into three groups: The Newton-Raphson technique-based methods, the Zbus Gauss technique-based methods, and dynamic (backward-forward sweep) methods [23]. However, due to some special features of the distribution grid such as radial structure and high R/X ratio, the common load distribution methods in grids, including Gauss-Seidel and NewtonRaphson methods, are not suitable for distribution grids. One of the suitable methods for load distribution in distribution grids is the forward-backward sweep method. The steps of the forwardbackward sweep load distribution algorithm are as follows:

1) Backward sweep: By starting from the final buses and moving toward the base bus, the power of the branches is calculated.
2) Forward sweep: By starting from the branch connected to the base bus and moving toward the final branches, the currents are calculated in the sender bus of branch $i$ and the voltages are calculated in the receiver bus of branch $j$.
3) Calculation of voltage inconsistency: Once the two above steps are done at each repetition, the voltage inconsistency is calculated for all the buses.
4) If the voltage deviation of the buses is more than the convergence criterion, Steps 1 and 2 are repeated to meet the convergence.

In the present paper, the load distribution algorithm is used based on the grid topology. In this method, to execute the backward-forward sweep, first, a BIBC (bus injection to branch current) matrix is formed. The procedure of forming this matrix is as follows. For example, branch currents $B_{1}, B_{3}$, and $B_{5}$ are expressed as shown below:
$B_{5}=I_{6}$
$B_{3}=I_{4}+I_{5}$
$B_{1}=I_{2}+I_{3}+I_{4}+I_{5}+I_{6}$
The matrix form of the above equation is as follows:

$$
\left[\begin{array}{l}
B_{1} \\
B_{2} \\
B_{3} \\
B_{4} \\
B_{5}
\end{array}\right]=\left[\begin{array}{lllll}
1 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
I_{2} \\
I_{3} \\
I_{4} \\
I_{5} \\
I_{6}
\end{array}\right]
$$

The matrix Eq. (22) is expressed as follows:
$[B]=[B I B C][I]$
By investigating the above matrix equation, the formation algorithm of the $B I B C$ matric is obtained as follows:

1) For a distribution grid with $m$ branches and $n$ buses, the dimension of the BIBC matrix will be ( $m \times n-1$ ).
2) If branch $B_{k}$ is located between buses $i$ and $j$, copy the column of the $i^{\text {th }}$ bus of the BIBC matrix in the column of the $j^{\text {th }}$ bus and put 1 in the $k^{\text {th }}$ row and $j^{\text {th }}$ column.
3) Continue Step 2 until all lines of the BIBC matrix are covered.

### 2.9 First Method of Handling DG in the Load Distribution Program

In this method, first, in each $P V$ busbar, the constants are determined for the resource (real output power $P$ and voltage domain $V$ ). Then, in the load distribution algorithm, this busbar is assumed as a $P Q$ busbar. When, the load distribution is converged, the following steps must be done [23]:

1) The voltage difference of the $P V$ busbar from the determined value is calculated.
$\Delta V_{i}=\left|V_{s p}^{i}-V_{c a l}^{i}\right| \leq \varepsilon$
$i=1,2, \ldots, n_{P V}$
where $\Delta V_{i}$ is the voltage inconsistency in the $i^{\text {th }}$ node, $n P V$ is the number of the $P V$ buses, $V_{s p}^{i}$ is the determined value of the voltage domain in the $i^{\text {th }}$ busbar, and $V_{\text {cal }}^{i}$ is the calculated value of voltage domain in the $i^{\text {th }}$ busbar.
2) If the voltage inconsistency is in the determined range, the voltage of the $P V$ bus will converge to the determined value; otherwise, by compensating for the reactive power generated by the $D G R$, the voltage will be maintained at the determined value in the intended busbar. By ignoring the voltage variations that occur with the changes in the active power, the amount of reactive power required for compensation can be calculated by the following equation:
$X . \Delta Q=\Delta V$
where $X$ is the reactance sensitivity matrix of the $P V$ node and its size is ( $n_{p v-\text { urconverged }} \times n_{p v-\text {-urconverged }}$ ), so that $n_{p v-\text {-unconverged }} \times 1$ is the number of the $P V$ buses, the voltage of which has not converged to the determined value. This matrix is obtained as follows.

Diagonal elements of X : is the sum of reactance values of the branches between each unconverged $P V$ bus and the base bus.

Non-diagonal elements of $X$ : are the sum of reactance values of the common branches between two unconverged $P V$ nodes and the base bus. Matrix $X$ is changed during the reconfiguration of the grid.
$\Delta Q:$ Vector of the injected reactive power
$\Delta V$ : Vector of the voltage inconsistency of the $P V$ buses
The size of both vectors is equal to $n_{p v-u \text { unconverged }} \times 1$.
If $\Delta V>0$, the $D G$ resource will generate reactive power to maintain the voltage at the determined value. But if $\Delta V<0$, the resource will absorb reactive power in order to keep the voltage constant at the determined value. Therefore:
$Q_{\text {neul }}^{i}=Q_{\text {old }}^{i} \pm\left|\Delta Q^{i}\right|$
where $i=1: n, Q_{\text {new }}^{i}$ is the new value of the injected reactive power of the resource of the $i^{\text {th }}$ busbar and $Q_{\text {old }}^{i}$ cal is the calculated value of the generated reactive power of the resource of the $i^{\text {th }}$ busbar in the previous repetition.
3) After calculating $\Delta Q$, the generated reactive power of the resource must be controlled through the following equation:
$Q_{\text {Gmin }}^{i} \leq Q_{\text {neal }}^{i} \leq Q_{\text {Gmax }}^{i}$
where $Q_{G \text { min }}^{i}$ and $Q_{G \max }^{i}$ are the lower and upper limits of the generated reactive power of the $D G$ resource. If Eq. (27) is not met, then, the generated reactive power of the resource is set at a value violated by $Q_{n e w}^{i}$. Now, the backward-forward sweep load distribution problem and the above steps are repeated. This procedure is continued until the voltage of all $P V$ buses converge to the determined value.

## 3 Developed PSO Algorithm

The PSO algorithm, is very simple to execute and it can obtain the global optimal solution by its high efficiency. However, due to the lack of sufficient search space, the PSO algorithm has a phenomenon that can be easily set in the local optimal state. Although increasing the particle size can improve this feature, it can increase the complexity of the algorithm and fail to solve the fundamental problem [24]. Therefore, the present paper combines the adaptable weight and irregular series. Hence, in this section, the adaptive chaotic particle swarm optimization (ACPSO) algorithm will be introduced.

### 3.1 PSO

In PSO algorithm, each particle calculates its appropriateness with regard to its position. In each repetition, the updated process, speed, and position of the particle are shown:
$v_{i}^{k+1}=w \cdot v_{i}^{k}+c_{1} \cdot r_{1} \cdot\left(\right.$ pbest $\left._{i}-x_{i}^{k}\right)+c_{2} \cdot r_{2} .\left(\right.$ gbest $\left.-x_{i}^{k}\right)$
$x_{i}^{k+1}=x_{i}^{k}+v_{i}^{k}$

### 3.2 Adaptive Weight

Adaptive weight mostly balances the local and global search. This approach can change constant $w$, so that it is reduced adaptively with reduction in the number of repetitions, as described in Eq. (30).

$$
v_{i}^{k+1}=\left\{\begin{array}{l}
{\left[w_{\text {min }}-\frac{\left(w_{\text {max }}-w_{\text {min }}\right) \cdot\left(f_{i}^{k}-\text { pbest }_{i}\right)}{\text { pbest }_{\text {avg }}-\text { pbest }_{i}}\right] \cdot v_{i}^{k}+c_{1} \cdot r_{1} \cdot\left(\text { pbest }_{i}-x_{i}^{k}\right)+c_{2} \cdot r_{2} \cdot\left(\text { gbest }-x_{i}^{k}\right), f_{i}^{k} \leq \text { pbest }_{\text {avg }}}  \tag{30}\\
w_{\text {max }} \cdot v_{i}^{k}+c_{1} \cdot r_{1} \cdot\left(\text { pbest }_{i}-x_{i}^{k}\right)+c_{2} \cdot r_{2} \cdot\left(\text { gbest }-x_{i}^{k}\right), f_{i}^{k}>\text { pbest }_{\text {avg }}
\end{array}\right.
$$

### 3.3 Chaotic Search

The main idea of the chaotic search is the repetitive production of chaotic sequences through a certain format. The algorithm must assume the repetitive process as stationary. In other words, the optimal value of the individuals does not change considerably with increasing the particles by more than five times. Eq. (31) requires being quintupled. If Eq. (31) is correct for five times, then, the chaotic search will be needed.

$$
\begin{equation*}
\left(f_{i}^{k}-\text { pbest }_{i}\right) / f_{i}^{k}<10^{-3} \tag{31}
\end{equation*}
$$

In the case of recession, $a$ d-dimensional vector is created randomly with a value between $[0,1], Y_{0}=\left[y_{0,1}, y_{0,2}, \ldots, y_{0, d}\right]^{T}$ and $Y_{0} \in[0,1]$. There is quantitative difference between the elements. With an initial value of $Y_{0}$, the repetition of the chaos starts with regard to Eq. (32) and, thus, the repetitive sequence of $Y_{n}$ is obtained.

$$
\begin{equation*}
Y_{n}=Y_{n-1} \cdot\left(1-Y_{n-1}\right)^{T} \tag{32}
\end{equation*}
$$

where $n=1, \ldots, N_{\max }$.
Then, turbulent solution $Y_{n}$ is searched in the vicinity of the recession solution by Eq. (33). In other words, the position of the particle in region $R_{d}$ is searched again as the radius with stationary particle as the center.
$Y_{n}=x_{i}^{k}+R_{d} \cdot\left(2 Y_{n}-1\right)^{T}$
Thus, $Y_{n} \in\left[x_{i}^{k}-R_{d}, x_{i}^{k}+R_{d}\right]$. The value of the objective function $f\left(\dot{Y}_{n}\right)$ is calculated in the chaotic repetitive process. If $f\left(Y_{n}\right)$ be superior than the local optimal solution of PSO, the major location and local solution of the particle are returned with $f\left(\dot{Y}_{n}\right)$ and $\dot{Y}_{n}$. Moreover, the speed of the particle is updated through Eq. (34).
$v_{i}^{k}=\frac{\dot{Y}_{n}-x_{i}^{k}}{\left\|\dot{Y}_{n}-x_{i}^{k}\right\|}$

However, the feature of the PSO is that the fitness function is changed in the previous step and a bit in the next step. This means the solution process imports a chaotic search into the next step. Thus, regarding the experience of the solution, another chaotic search will not be done in this paper when the value of the particle is less than $10^{5}$.

### 3.4 Steps of ACPSO

Steps of the ACPSO algorithm for solving the MG optimization model are as follows:
Step-1: Running. First, set the dimension of particle $d$ and size of particle $n$. Then, regarding the domain of the independent variables, $n$ groups of the solutions will be produced randomly in the domain and $n$ groups of the vectors will be produced randomly in the $[0,1]$ interval as the initial speed of the particles.

Step-2: Find the best pbest ${ }_{i}$ and the best gbest close to the global solution. Calculate the value of the objective function $f_{i}^{k}$ for each particle. Consider the minimum value of each particle in each repetition process as the optimal individual value, i.e., pbest $_{i}=\min _{k}\left\{f_{i}^{k}\right\}$.

Consider the minimum of all optimal individual value of the particles as the optimal value close to the global solution, i.e., gbest $=\min \left\{\right.$ pbest $\left._{i}\right\}$.

Step-3: Calculate the value of $w$. Update the speed and position of the particles according to Eqs. (28) and (29). Find the new $v_{i}^{k}$ and $x_{i}^{k}$. Calculate the consistency between the objective functions. Regarding Eq. (30), determine whether it is trapped in a local optima or not. Step 4 is done when the solution is in the local optima; otherwise, Step 5 will be done. Moreover, if the sum of all particles is less than $10^{5}$, the chaotic search will not be done.

## Step-4: Chaotic search

Step 4-1: compute the chaotic answer of each repetition based on Eq. (33).
Step 4-2: compute the chaotic function of $f\left(Y_{j}\right)$. Consider the least amount of $f\left(Y_{j}\right)$ as $f^{*}$.
Step 4-3: If $f^{*}$ is less than the optima close to the global in Step 2, then, consider $f^{*}$ as the general optima. Use $Y_{j}$ as the particle's position and update the particle's swarm according to Eq. (34). Then, do Step 5. If the highest number of the chaotic is satisfy, Step 4 will be done; or else, go back to step (4-2) for the next generation.

Step-5: Update the speed and location.
Step-6: Decide whether the process should be finished or not. If the accuracy is according to the needs or the number of repetitions, the current optimal solution will be the output. This procedure is shown in the Fig. 4.

### 3.5 Solving the Optimization Problem by the Given Algorithm

Since the proposed model of distribution grid reconfiguration is a nonlinear problem with binary variables, the proposed algorithm is a suitable method for finding the optimal configuration with the assumed objective functions. In this algorithm, first, the switching status of the grid is encoded as binary strings. Then, regarding the objective function, a fitness function is assigned to each string. The proposed fitness function is assumed as follows:
$F_{\text {fitness }}=\frac{1}{1+\sum_{X=1}^{3} W_{X} \cdot f_{X}+\sum_{y \in S C} K_{i} \cdot B_{i}}$
where $\sum_{X=1}^{3} W_{X} \cdot f_{X}$ is the weighted set of objective functions and indicates the final multi-purpose objective function. $F_{\text {fitess }}$ is the fitness function. The governing constraints of the problem are taken into account as a penalty function, $\sum_{y \in S C} K_{i} \cdot B_{i}$, in the fitness function, so that $K_{i}$ is the penalty coefficient corresponding to the ith constraint, $B_{i}$ is the degree of violation of the corresponding constraint, and $S C$ is the set of problem constraints.


Figure 4: Flowchart of proposed PSO

## 4 Simulation Results

### 4.1 Studied System

The test system studied in this section is a standard 33-bus distribution grid. This grid is composed of five tie switches and 32 sectionalizing switches. The maximum current that a feeder can tolerate is assumed equal to 200 A in all the branches. The data related to this grid are provided in the appendix. In this grid, four DG resources are installed in buses $25,7,4$, and 30 . The capacity and location of the installed DG resources as well as the range of the generated reactive power of these resources are presented in Table 3.

Table 3: Features of DG resources in 33-bus test system

| $Q_{\text {max }}($ kvar $)$ | $Q_{\text {min }}($ kvar $)$ | Number of bus | Pf/capacity |
| :--- | :--- | :--- | :--- |
| 400 | -300 | 4 | $50.0,8$ |
| 400 | -300 | 7 | $100.0,9$ |
| 400 | -300 | 25 | $200.0,9$ |
| 400 | -300 | 30 | 100.1 |

### 4.2 First Scenario

This simulation scenario includes three objectives, namely loss reduction, load balance between feeders, and reduction of the number of switching operations. In this scenario, the following five states are investigated:

1) Initial system without reconfigurations.
2) The system is reconfigured in such a way that the losses are reduced.
3) The system is reconfigured in such a way that the load balance index is reduced.
4) The system is reconfigured as in state 2 provided that the number of switching operations does not exceed four operations.
5) The system is reconfigured using the algorithm described in the previous chapter and considering the compromise between the thee above-mentioned objectives.

The numerical results for the above-mentioned five states are presented in Table 4. According to the table, state 1 exhibits high power loss and load balance index. Regardless of the DG units, the loss of the system is equal to 202.50 kw . But, in state 1 in the presence of the DGRs, the loss is reduced to 168.16 k , indicating that the DG units usually, but not necessarily, play an important role in the reduction of the losses. Moreover, the minimum voltage of the grid in this state is improved from 0.9024 to 0.9324 on a per-unit system. Besides, the load balance index is reduced from 4.0971 to 3.3423 in state 1, indicating that the DGRs are effective in balancing the load between the feeders. As expected, the system's loss in state 2 , the load balance index in state 3 , and the number of switching operations in state 4 are minimized. In state 5 , by establishing a compromise between the above-mentioned objectives, a multi-purpose objective function is optimized by adjusting the weighted factors, so that $W_{1}$ is the weighted factor of losses, $W_{2}$ is the weighted factor of the number of witching operations, and $W_{3}$ is the weighted factor of load balance. A compromise means that, for example, the loss in state 5 is more than that in state 2. But, state 5 requires only switching operations, instead of 10 operations. Although the load balance between the feeders and branches in state 3 is better than that in state 5 , the power loss and switching operations in state 3 are more than that in state 5 . Comparing states 4 and 5 shows that although the number of switching operations in state 5 is more than state 4 , the power loss is reduced by 1.3 kw . Moreover, the comparison of the load balance indices shows that the loading status of the feeders and branches in state 5 is more balanced than state 4 .

Table 4: Results of 33 -bus test system in the first scenario

|  | Mode 5 | Mode 4 | Mode 3 | Mode 2 | Mode 1 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| SECTIONALIZING | $29,28,10$ | 28,11 | $31,30,14,10,7$ | $32,33,12,9,7$ | - |
| SWITCHES Open |  |  |  |  |  |
| TIE SWITCHES Closed | $37,36,34$ | 37,33 | $37,36,35,34,32$ | $37,36,35,34,33-$ |  |
| Power Losses $(k w)$ | 112.65 | 115.23 | 121.32 | 111.12 | 168.16 |
| Min voltage $(p u)$ | 0.9347 | 0.9652 | 0.9352 | 0.9536 | 0.9324 |
| Load Balance Index (LBI) | 2.2873 | 2.3026 | 2.1827 | 2.2019 | 3.3423 |
| Number of switching | 9 | 8 | 11 | 12 | - |

Indeed, by changing and adjusting the weighted factors (depending on the designer's opinion), other solutions can be also obtained for state 5 . For example, some of these solutions in state 5 are presented in Table 5.

Table 5: Different solutions obtained in state 5 from the first scenario of the 33-bus system

|  | Results 3 | Results 2 | Results 1 |
| :--- | :--- | :--- | :--- |
| SECTIONALIZING SWITCHES Open | $28,30,14,9$ | $30,13,9,7$ | $10,37,29$ |
| TIE SWITCHES Closed | $37,31,32,34$ | $37,35,32,33$ | $35,36,35$ |
| Power Losses (kw) | 114.93 | 115.53 | 116.22 |
| Number of switching | 9 | 9 | 7 |
| Load Balance Index (LBI) | 2.3526 | 2.2201 | 2.2533 |

To show the convergence of the proposed algorithm, the graph of the losses obtained in state 2 by elite strings in each generation is depicted in Fig. 5.


Figure 5: Losses obtained by elite strings in each generation in state 2 from the first scenario of the 33-bus system

The voltage profile of states 1, 2, and 3 and that of states 4 and 5 are depicted in Figs. 6 and 7, respectively.

According to the above figures, in each of states 2 to 5 , in which the reconfiguration is performed, the voltage profile status of the buses is improved compared to state 1 . In this regard, the best result in terms of the improvement of the minimum voltage is obtained in states 2 and 5 . However, even in these states, the voltage of some of the buses exceeds the permitted level.

The current profile of different states is depicted in Figs. 8 and 9. As expected, in states 2 and 3, the current in most of the feeders and branches is reduced compared to state 1 . Although the average current of the branches in state 2 is less than that in state 3 , the load balance index (i.e., the sum of square of the current of each branch relative to the maximum current that a branch can tolerate) in state 3 exhibits further reduction than state 2 .


Figure 6: Voltage profile of the buses in states 1, 2, and 3 from the first scenario of the 33 -bus system


Figure 7: Voltage profile of the buses in states 4 and 5 from the first scenario of the 33-bus system


Figure 8: Current of branches in states 1, 2, and 3 from the first scenario of the 33-bus system


Figure 9: Current of branches in states 4 and 5 from the first scenario of the 33-bus system
In Fig. 9, the current of each branch in state 4 is compared with that in state 5. The average current of the branches in state 4 is less than that in state 5 , but since those branches that have lower current in state 5 than state 4 commonly have higher resistance, they will cause more loss reduction than state 4. Therefore, the active losses of the branches in state 5 will be less than that in state 4.

The active and reactive losses of the branches in different states are depicted in Figs. 10-13. According to Fig. 10, in each of states 2 and 3, the total active loss of the branches is reduced compared to state 1 . Also, state 2 exhibits maximum reduction.


Figure 10: Active loss of branches in states 1, 2, and 3 from the first scenario of the 33-bus system
According to Fig. 11, the total active loss of the branches in state 5 is less than that in state 4. However, as mentioned earlier, the average current in state 4 is less than that in state 5.

According to Figs. 12 and 13, it is observed that in states 2 to 5 , in which the reconfiguration is performed, the total reactive loss of the branches is reduced compared to state 1 . Also, the reactive loss of the grid in states 4 and 5 exhibits more reduction than other states. Therefore, these states (i.e., states 4 and 5), respectively, will have the best status in terms of the improvement of the average voltage of the grid. As mentioned earlier, states 2 and 5 have the best status in terms of the improvement of the minimum voltage of the grid compared to other states. Thus, based on these analyses, in state 5,
in addition to the appropriate compromise among the objectives, satisfactory results are obtained in terms of the improvement of the voltage profile (i.e., the minimum and average voltage) as well.


Figure 11: Active loss of branches in states 4 and 5 from the first scenario of the 33-bussystem


Figure 12: Reactive loss of branches in states 1, 2, and 3 from the first scenario of the 33 -bus system


Figure 13: Reactive loss of branches in states 4 and 5 from the first scenario of the 33 -bus system

### 4.3 Second Scenario

In the second scenario in the test 33-bus system, only the resource installed in bus 30 is modeled as PV and other resources are modeled as PQ. This scenario includes three objectives, namely loss reduction, improvement of voltage stability, and reduction of the number of switching operations. In this scenario, the following five states are investigated:

1) The initial system without reconfiguration and in the presence of DG with both PQ and PV models.
2) The system is reconfigured in such a way that the loss is reduced.
3) The system is reconfigured in such a way that the voltage stability index is improved or Eqs. (5)(26) is reduced.
4) The system is reconfigured as in state 2 provided that the number of switching operations does not exceed four operations.
5) The system is reconfigured considering the compromise between all the above-mentioned objectives using the fuzzy-PSO method.

In this scenario, only some of the fuzzy parameters are changed as in Table 6.
Table 6: Parameters of the proposed algorithm in the second scenario of the 33-bus system

| Fuzzy parameters | $P L_{\text {min }}$ | $P L_{\max }$ | $V S I_{\text {min }}$ | $V S I_{\max }$ | $S W_{\min }$ | $S W_{\max }$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Value | 0.5 | 1 | 0.5 | 1 | 4 | 12 |

In this scenario in the 33-bus test system, as mentioned earlier, only the DGRs placed in bus 30 are modeled as PV in order to adjust the voltage of the intended bus on a per-unit system. But since the voltage of bus 30 in this system (i.e., the 33-bus test system) is very low, the DGR with its limitations in reactive power generation cannot adjust the voltage of the intended bus (bus 30) on a per-unit system. Regarding these points, the obtained optimal configuration and status of the switches in the studied five states are provided in Table 7.

Table 7: Status of switches in different states in the second scenario of the 33-bus test system

|  | Open switches |
| :--- | :--- |
| case1 | S32,S34,S35,S36,S37 |
| case2 | S8,S9,S14,S33,S37 |
| case3 | S9,S12,S28,S35,S37 |
| case4 | S10,S23,S31,S35,S36 |
| case5 | S9,S17,S21,S28,S35 |

As expected, the loss of the system exhibits maximum reduction in state 2 and the average voltage exhibits maximum increase in state 3 . Also, the number of switching operations is minimized in state 4. But, in state 5 , there is a compromise among the three objectives. In this state, although the loss is more than that in state 2, yet it exhibits more loss reduction than states 3 and 4 . Moreover, in this state, although the average voltage does not improve exactly like that in state 3 , yet it exhibits more improvement of the average voltage than other states. The reduction of the VS function indicates the
improvement of the average voltage of the grid. Despite the number of the switching operation in state 5 is more than that in state 4 , the power loss and VS function are reduced in state 5 compared to state 4. According to the Table 8, in none of the studied states, the DGR placed in bus 30 could set the voltage of the intended bus at a per-unit because it encounters its maximum generated reactive power. If the DG resource does not have the reactive power generation limitation ( $Q_{\text {Gmax }}=400 \mathrm{kvar}$ ), then, for example for state 2 , the following results will be obtained, which are not satisfactory. The reason is that, in addition to the high generated reactive power of the DGR, the obtained results for the losses and minimum voltage are not undesirable compared to state 2 .

Table 8: Results of the 33-bus test system in the second scenario

| Modes | Losses <br> $(k w)$ | Function <br> $V S$ | No. <br> switch- <br> ing | Min <br> voltage <br> $(p u)$ | Mean <br> voltage <br> $(p u)$ | Min <br> index <br> VSI | Buss 30 <br> voltage <br> range <br> $(p u)$ | DG <br> reactive <br> power <br> output <br> $(k v a r)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Mode 1 | 128.12 | 5.5242 | 1 | 0.9203 | 0.9534 | 0.7102 | 0.9425 | 390 |
| Mode 2 | 94.94 | 3.8944 | 9 | 0.9324 | 0.9652 | 0.7937 | 0.9487 | 387 |
| Mode 3 | 96.43 | 3.3847 | 6 | 0.9625 | 0.9796 | 0.8039 | 0.9652 | 400 |
| Mode 4 | 96.21 | 3.5342 | 7 | 0.9637 | 0.9758 | 0.8293 | 0.9637 | 399 |
| Mode 5 | 95.32 | 3.3727 | 8 | 0.9638 | 0.9784 | 0.8356 | 0.9674 | 400 |

If in state 1 , all four DGRs are modeled as PQ , the voltage domain of bus 30 will be obtained equal to 0.9324 per unit; thus, regarding the above table, the voltage domain of the intended bus will be improved in all the studied states compared to the state, in which the resource is modeled as PQ.

Below, the five studied states are compared in the voltage stability index. According to Fig. 14, the voltage stability index is improved in most of the buses in states 2 and 3, in which the reconfiguration is done, compared to state 1 . The minimum and average values of VSI in state three are improved more than state 2 ; thus, considering this index, state 3 yields a better result in terms of voltage stability than states 1 and 2. As can be seen in this figure, the minimum and average values of the voltage stability of the buses in state five are improved compared to those in state 4. In-state 5, the minimum value of the VSI index is improved, even more than state 3 . As expected, the average value of this index in state 3 is obtained bigger than state 5 because by optimizing (minimizing) the VS function in state 3 , in fact, the average value of the voltage stability index of the buses is improved.

For a better presentation, Fig. 15 shows the 33-bus system changes after rearrangement.


Figure 14: Voltage stability index of buses in states 1 to 5 from the second scenario of the 33 -bus system


Figure 15: Single diagram of 33 -bus test system in mode 1

### 4.4 Analysis of Convergence Speed of the Algorithm

In this section, the convergence speed of the proposed algorithm is investigated in comparison with other algorithms. To perform the simulation, the proposed algorithm was compared with the standard ABC algorithm, the PSO algorithm, and the GA. In fact, to investigate the performance of the algorithm, 30 different runs were considered. To provide identical conditions, the initial population was assumed equal for all, which was 50 . The results of the convergence of the algorithm are presented in Table 9.

Table 9: Results of convergence of different algorithms for case 1 for 30 different runs

| Method | iteration $<100$ | $100<$ iteration $<300$ | $300<$ iteration $<500$ | $500<$ iteration $<1000$ |
| :--- | :--- | :--- | :--- | :--- |
| Proposed | 24 | 5 | 1 | 0 |
| GOA | 17 | 8 | 4 | 1 |
| PSO | 4 | 10 | 11 | 5 |
| GA | 1 | 9 | 15 | 5 |

The results in the above table indicated the proposed algorithm had much better performance than other methods. the obtained results indicated lower standard deviation of the proposed algorithm in finding the optimal solution.

## 5 Conclusion

The distribution grid is a part of the overall structure of the power systems. It is known as the final phase of the chain of electric energy generation and transmission to the consumption point. This part of the system accounts for a significant portion of the power loss of the electricity network due to its specific features. One of the most cost-effective methods for reducing the losses is the reconfiguration of the distribution grid. Besides, adding the DG to the distribution grid causes the radial state of the grid and the one-sided passage of the power to be eliminated, and the ordinary and straightforward grid be replaced with a complex one. Thus, the DG affects the distribution system from different aspects. These effects can be positive or negative, depending on the conditions of the function and performance of the system as well as the capacity and location of the resources. One of the most essential things that can be affected by the DG in distribution grids is the issue of reconfiguration. DGs are the generation resources of electric energy connected to the distribution grid. These resources have lower size (volume) and generation capacity than the large generators and power plants and are operated with lower costs. The present paper aimed to solve the multi-objective problem of optimizing dynamic reconfiguration of distribution feeders in the presence of DGRs and ES units considering the uncertainty of the resources. The proposed optimization problem method was an improved selfadaptive PSO algorithm. The objective functions in this study included the non-distributed energy, energy losses, and voltage stability index. The simulation results indicated the superiority of the proposed method to other methods. The impact of the DG and ES resulted in the reduction of the losses and non-distributed energy as well as improvement of the voltage stability index of the grid. Considering the voltage stability index beside the non-distributed energy as the objective functions of the problem provided safe and acceptable conditions for the operation of the grid.
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