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ABSTRACT

Mobile-Edge Computing (MEC) displaces cloud services as closely as possible to the end user. This enables the

edge servers to execute the offloaded tasks that are requested by the users, which in turn decreases the energy

consumption and the turnaround time delay. However, as a result of a hostile environment or in catastrophic

zones with no network, it could be difficult to deploy such edge servers. Unmanned Aerial Vehicles (UAVs) can

be employed in such scenarios. The edge servers mounted on these UAVs assist with task offloading. For the

majority of IoT applications, the execution times of tasks are often crucial. Therefore, UAVs tend to have a limited

energy supply. This study presents an approach to offload IoT user applications based on the usage of Voronoi

diagrams to determine task delays and cluster IoT devices dynamically as a first step. Second, the UAV flies over

each cluster to perform the offloading process. In addition, we propose a Graphics Processing Unit (GPU)-based

parallelization of particle swarm optimization to balance the cluster sizes and identify the shortest path along

these clusters while minimizing the UAV flying time and energy consumption. Some evaluation results are given

to demonstrate the effectiveness of the presented offloading strategy.
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Table 1 describes the meaning of the common terms abbreviations and acronyms found

throughout the paper.
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Table 1: List of abbreviations

Abbreviation De�nition

CUDA “Compute Uni�ed Device Architecture”

GA “Genetic Algorithm”

GPGPU “General Purpose GPU”

GPU “Graphical Processing Unit”

GPUPSO “GPU-Based PSO”

IoT “Internet of Things”

MEC “Mobile Edge Computing”

PSO “Particle Swarm Optimization”

QoS “Quality of Service”

UAC “UAV-Assisted Computing”

UAV “Unmanned Arial Vehicle”

UCMEC “UAV-Assisted Computing MEC”

VD “Voronoi Diagram”

1 Introduction

Mobile-Edge Computing (MEC) has been become the most promising framework for meeting

Quality of Service (QoS) requests, taking into account the requirements of processing cycles and

energy. This is essential for computationally intensive mobile applications and the Internet of

Things (IoT) to cope with capability limitations of mobile and IoT devices [1–3]. A cloud-based

layer supports an edge network of servers that handles computationally intensive tasks, allowing

for a reduction in the required energy and corresponding turnaround time. The close proximity of

the edge servers to IoT and mobile devices provides low latency and a high bandwidth for delay-

sensitive IoT applications [4–6]. However, in some locations, the deployment of edge servers may

be dif�cult, if not impossible [7–11]. As a real-life example, monitoring and observing forests and

woodlands is a dif�cult task because such monitoring is time-consuming and requires considerable

effort along with suitable resources. Stopping dangerous undertakings that can cause great damage

to nature is a major challenge and responsibility of monitoring forestlands. Because forests cover

such a wide area, it is dif�cult for forest managers and workers to take immediate action in cases

of problems such as forest �res and illegal tree felling. Communication with ground sensors, aerial

surveillance, mapping, aerial photography, and thermal imaging are some approaches in which

Unmanned Aerial Vehicles (UAVs) can carry out forest monitoring. Thus, monitoring by UAVs

contributes to the conservation of wildlife, biodiversity, and vegetation, the balance of ecology,

and other forestry-related issues.

1.1 Motivation

The UAV industry has made signi�cant advances with regard to both technology and cost

during the past decade, and many different applications have been demonstrated, such as intelli-

gent transportation, agriculture, and wilderness monitoring [12–15]. In addition, throughout this

period, communication technologies have advanced in various ways (e.g., IoT, cloud computing,

etc.) [16]. UAVs have been highly successful due to their cost-effective and �exible deployment

[17]. These advances in communication technologies have been used to improve the collaborative

computation between UAVs and ground devices. In fact, UAV-Assisted Computing (UAC) is
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regarded as computation services provided to ground devices using UAVs as �ying bases [18]. To

this end, UAVs can support of�oading in MEC architecture in various ways such as:

• UAV-assisted communication: For IoT devices, UAVs allow quick, �exible, and cost-effective

network coverage by acting as relays for distant ground base stations [19,20].

• UAV-assisted Computing MEC (UCMEC) architecture: For cloud services, UAVs equipped

with edge servers allow for the of�oading and processing of ground device tasks.

A uni�ed communication network that integrates a UAV with an MEC network, as well as

near line-of-sight wireless communication, are important for meeting the QoS speci�cations of

mobile applications with regard to energy consumption and sensitivity to delay [21,22]. UAVs are

constrained by their energy limitations, which lead to delays in their of�oading processes. Two

challenges must be taken into account in the development of any UAV-assisted computing MEC

method:

1. Locally, ground devices are not distributed uniformly. Hence, the of�oading and execution

of tasks must be partitioned and balanced along a set of clusters in order to achieve high

performance of the UCMEC of�oading system.

2. Despite the energy limitations, UAVs should collect IoT data from various locations, pro-

cess of�oaded tasks, and report the results back. These paths have to be optimized to

satisfy the energy constraints of the UAVs.

1.2 Contribution

This research designs a UCMEC framework to of�oad tasks with the goal of optimizing the

amount of required energy and computational turnaround time for both mobile devices and UAVs.

As depicted in Fig. 1, we propose a space partitioning of the of�oaded tasks into different regions,

with the UAV hovering over each region to process the of�oaded tasks. Finally, the UAV trajectory

is optimized considering the time and energy limits of the UAV. The contributions according to

the proposal are as follows:

Start
Voronoi

Construction

Initial

Partitioning
GPUPSO

Partitioning

Optimization

Path

Planning

End

Figure 1: The proposed of�oading framework

• “Voronoi Diagrams” (VDs) are used based on a formal mathematical model of the

UCMEC system to partition the IoT wireless devices into set regions, where the of�oaded

subset of tasks in each region meets the overall time constraint.

• The initial partitioning of the wireless devices is improved using the proposed “Graphics

Processing Unit” (GPU)-based Particle Swarm Optimization (PSO).

• The same GPU-based PSO (GPUPSO) steps are used for obtaining a near-optimum

path minimizing the UAV trajectory and load balancing tasks in the partitioned regions

according to both energy and time constraints.

• PSO has the advantage of being simple to implement and has a good capability for conver-

gence in comparison with many population-based approaches, such as Genetic Algorithms
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(GAs) [23]. The main disadvantage is that PSO may be attracted to local minima. We

overcome this issue by adding an aging factor that guarantees exploration of the global

search space.

The rest of the paper is organized as follows. The next section presents the related work, fol-

lowed by a formulation of the optimization model in terms of the time and energy constraints as

well as the affecting factors in Section 3. Section 4 explains the proposed optimization framework

on the basis of clustering of the ground devices and the use of the GPU-based PSO. Finally,

Section 5 presents some experimental results, followed by the conclusions in Section 6.

2 Related Work

Edge servers are always privileged by their high bandwidths and low latency. Therefore, the

performance of of�oaded tasks is enhanced by MEC for restricted systems in terms of energy

and time [24,25]. When UAVs are equipped with MEC servers and communicating channels,

UAVs contribute to computing services and instant communications. This yields a better energy

consumption and rate of transmission for mobile devices. However, the UAV’s energy limitations

have an adverse effect on ground mobile equipment with regard to communication and compu-

tation [26]. To address these key challenges, a variety of research studies have been conducted to

explore different con�gurations, optimization objectives, and underlying constraints.

In [27], optimum planning of the UAV trajectory, ratio of of�oading tasks, and user schedul-

ing were studied together to minimize all users’ delays. In [28], UCMEC was proposed as a

novel framework of agent-based task of�oading. With the aim of obtaining the optimal of�oading

plan, the intelligence agent was led to obtain a plan that was as ef�cient as possible. However,

this study did not address UAV trajectory optimization. In [29], the authors demonstrated that

partial of�oading can be optimized through the optimization of of�oading ratios, local computing

frequencies, transmission power, and edge server computing frequencies. However, their framework

did not consider UAV mobility. In [30], the authors proposed an MEC system involving multi-

UAVs and ground IoT nodes to of�oad computational tasks that they could not handle using

their limited capabilities. To balance the computational load of the UAVs, they employed a deep

reinforcement learning approach. However, stable MEC clustering with greater computing power

does not guarantee generation by this method. In [31], using the Dinkelbath algorithm and

“successive convex approximation” (SCA) techniques, the authors solved a nonconvex optimization

problem formulated in the UAV scenario. In this system, neither the level of distribution of mobile

devices on the ground level nor the timing of tasks that are to be of�oaded were considered.

As part of resource allocation and joint computation of�oading, task assignment to MECs while

reducing turnaround time and required energy is an important issue. Reference [32] focused on

the number and location of UAVs in the development of algorithms for deploying multi-UAVs

in a FANET. Based on whether tasks are of�oaded or processed locally, a greedy algorithm was

proposed to determine the optimal solution. However, it is important to determine when and

how to of�oad tasks from IoT devices, particularly if the tasks are uncertain in order to improve

accuracy while reducing cloud communications costs. Using the UAV computing platform, Chen

et al. [33] proposed an intelligent task of�oading algorithm (iTOA) that can solve the compu-

tationally intensive problem of task processing. The of�oading operation is performed using the

deep “Monte Carlo Tree Search” algorithm (MCTS), which is the principal algorithm of Alpha

Go. To arrive at the optimal decision, MCTS simulates the future trajectory of the unloading

decision and optimizes the rewards based on this simulation. To be effective, the proposed of�oad-

ing strategy requires training data, a prediction model of the channel state, and a period of
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self-learning. In [34], the UAV served as a supporting unit for helping ground devices of�oad their

tasks to access points for further computations. They employed a greedy algorithm to optimize the

required energy based on a suitable selection of UAV paths and allocation of resources. However,

only the UAV velocity is taken into account in the optimization process. In [35], the relation

between energy consumption and latency is considered for task of�oading and for evaluating

MEC system performance. Their approach used iterative optimization to determine the path of

the UAV. However, this optimization does not take into account how clustered �xed slots should

be partitioned or consider time delays. In [36], the UAV energy consumption was minimized

by optimizing its trajectory and task scheduling. This will further shorten the operational time

if some memory-intensive and computation-intensive tasks are executed on the UAV. In [37],

greedy search optimization based on the uplink and downlink communications between UAVs and

devices was utilized as a means of of�oading and receiving data while ensuring energy-ef�cient

operation of the system. In [38], a new mobile edge system integrating UAVs and IoT devices was

developed. By launching a UAV, the system enables the provisioning of services to IoT devices by

using wireless communication. Additionally, their approach formulates the problem as a nonconvex

optimization problem by optimizing UAV position, resource allocation decisions, and task splitting

decisions jointly to minimize the total delay and consumption of energy. However, it does not

take task scheduling into account. In summary, the approach based on exhaustive and greedy

searches is not suitable for such optimization. In fact, the majority of problems in consideration

have many factors that must be optimized, such as the shortest path planning, ground user number

and locations, energy consumption, and time delay parameters. Thus, most researchers deployed

heuristic settings such as �xed partitions. However, their frameworks are not extensible due to their

high complexity. In addition, learning-based approaches [39,40] request a preprocessing training

step. Such a preprocessing step makes these approaches inapplicable to probabilistic problems.

Thus, the metaheuristic optimization framework is a suitable candidate for dealing with such

stochastic problems. In this study, we employ a combination of a computational geometry algo-

rithm, namely, the VD construction algorithm, and a natural phenomena simulation, namely, PSO,

to carry out the required minimization of the time delay and energy consumption of the task

of�oading problem using UCMEC in a reasonable timeframe.

3 UAV-Based Of�oading Framework

Now, we describe the employed time and energy models in this section. Table 2 lists the set

of symbols and factors employed in the suggested task of�oading model.

Table 2: List of symbols and parameters used in the proposed optimization framework

Symbol De�nition

N The number of wireless devices

D The set of wireless devices

di A wireless device

dik Euclidean distance between di and dk
H Flying altitude of the UAV

Rc The communication coverage radius of the UAV

(Continued)
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Table 2 (continued)

Symbol De�nition

Ri A region containing wireless devices

K The number of regions

tci The computing cycle of task ti
tτi The delay of task ti

tdi The data size of task ti
ρ0 The amount of power reception per 1 meter

β The bandwidth of the uplink channel

hi The channel gain

Pik The max transmission power

N0 The signal noise

f u The processing capacity of the UAV

κ1 The energy factor for wireless communication

κ2 The energy factor for computation processing

κ3 The energy factor for UAV hovering

v The speed of the UAV

E Battery storage capacity of the UAV

Two layers comprise an of�oading system based on UAVs. A ground layer consists primar-

ily of IoT and mobile devices that have N �xed-position wireless devices on the ground. Let

D = {d1,d2, ...,dN} denote the set of ground devices. To maximize ef�ciency and reduce overall

energy consumption, wireless devices are encouraged to of�oad their computations to a �ying

MEC server for faster calculations and minimum time delay. A single UAV in conjunction with an

MEC form the second layer, namely, a �ying MEC. This layer provides cloud-based computations

for the �rst layer devices while ensuring a minimal response time.

For the UAV, an altitude of H > 0 is maintained continuously. In addition, let Rc be the radius

of communication coverage of the UAV. Several K regions are covered by the UAV with respect to

a prede�ned path. Without loss of generality, let the path start at R0 and end at RK, i.e., following

the sequence R0 · · ·RK. At the end of the path cycle, the UAV returns to the starting position

after hovering over each region Rk to process the tasks that have been of�oaded to this region.

On the other hand, the position of each ground device di is speci�ed in advance by the Cartesian

coordinates (xi,yi). In addition, the stopping position of the UAV over the region Rk is speci�ed

by the Cartesian coordinates uk = (xk,yk). Therefore, by calculating the Euclidean distance, we

can evaluate the distance between the UAV and each di as follows:

dik =

√

(xi− xk)
2+ (yi− yk)

2+H2 (1)

Provided that the UAV with device di is in the covered region, i.e., the following condition is

satis�ed:

dik < Rc (2)



CMES, 2022, vol.133, no.2 419

While the UAV hovers over a region Rk, device di requests to of�oad its tasks ti = (tci , t
τ
i , t

d
i ),

where tdi , t
τ
i , and tci correspond to the data size, task delay, and needed computing cycles,

respectively. The presented UCMEC framework divides the set of devices D into K clusters

on each UAV to of�oad the requested tasks. Let δik = 1 indicate that the ground device di is

permitted to of�oad task ti by the UAV while �ying over Rk. The following subsections describe

the suggested optimization approach according to the energy consumption, computational, and

communicating models.

3.1 Communication Model

In this section, we will describe the communicating model controlling the UAV. Suppose that

device di is within cluster Rk. This means that when the UAV is hovering over Rk, di lies in the

Rc coverage of the UAV. Therefore, the channel gain resulting from the communication between

the UAV and di is evaluated as follows [12]:

hik =
ρ0

d2
ik

(3)

where ρ0 is the amount of power reception per 1 meter. Similarly, considering that signal noise

is denoted by N0, the power of transmission is denoted by Pi, and the bandwidth of the com-

municating channel is denoted by β. Therefore, the rate of transmission is evaluated using the

following equation [41]:

rik = β log2(1+
Pihik

N0
) (4)

Let T trans
ik

be the time required to transmit a task from di. T
trans
ik

is evaluated as follows:

T trans
ik =

tdi
rik

(5)

Based on Eq. (5), the time required to of�oad all of the tasks within Rk is as follows:

T trans
k =

∑

i

δikT
trans
ik (6)

Depending on the decision value, δik, device di is either permitted or not permitted to of�oad

its task to the UAV.

3.2 Computation Model

In this section, we will formulate the time of the computation model based on the computa-

tion capacity of the UAV. Let f u be the UAV computational capacity; therefore, the time required

to execute task ti is evaluated as follows:

T
comp

ik
=
tci
f u

(7)

Similar to T trans
k

, the total computational time is evaluated as follows:

T
comp

k
=
∑

i

δikT
comp

ik
(8)
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Using Eqs. (6) and (8), the overall time required within Rk is evaluated as follows:

Tk =T
trans
k +T

comp

k
(9)

3.3 Energy Consumption Model

In this section, we will describe the required energy to of�oad the tasks in Rk. In fact, the

consumption of energy results from the following:

• the energy required to send the receive tasks’ data,

• the energy required to execute the received tasks, and

• the energy required to the �ying operation.

For the transmission and reception of data, let the communication energy factor be denoted

by κ1. Therefore, communication energy, Etrans
k

, is evaluated by:

Etransk = κ1

∑

i

δikt
d
i (10)

Let κ2 be the computational energy factor. Therefore, the computational energy, E
comp

k
, is

evaluated as follows:

E
comp

k
= κ2

∑

i

δikt
c
i f
u2 (11)

For the UAV hovering energy, we followed the propulsion energy model of [42]. Let κ3 denote

the hovering energy factor. Therefore, the hovering energy, Eh
k
, is evaluated using the following

equation:

Ehk = κ3Tk (12)

Using Eqs. (10)–(12), the required energy is given by:

Ek =E
trans
k +E

comp

k
+Ehk (13)

3.4 Objective Function

In this section, we present the principal factors of the objective function on which the PSO

will be based. In fact, the set of ground devices is arranged into a set of clusters. This set is

dynamically constructed based on the following factors: the maximum cluster capacity, ṁ, and the

sum of distances, Ḋ, between the devices and their corresponding cluster center. These factors are

evaluated as follows:

ṁ=max
k

(
∑

i

δik) (14)

Ḋ=
∑

k

∑

i

δikdik (15)

In the same manner, based on Eq. (13), the required energy, E, along all clusters is evaluated

as follows:

E =
∑

k

Ek (16)
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We formulate the function, F, to be minimized as a mixed-integer, nonlinear constraints

problem as follows:

min : F=
KE

ṁḊ
(17)

subjected to:

C1:dik−Rc < 0 ∀ i= {1, ...,N} (18)

C2:
∑

k

Tk−Tu < 0 (19)

C3:
∑

k

Ek−Eu < 0 (20)

C4:

(

∑

k

δik

)

− 1= 0 ∀ i= {1, ...,N} (21)

The �rst constraint, C1, guarantees the coverage of each device when the UAV hovers over

the corresponding cluster. C2 guarantees that the total time does not exceed the maximum allowed

�ying time. Similarly, C3 guarantees that the total energy does not exceed the UAV battery

maximum. Finally, the �nal constraint, C4, guarantees that of�oading of each device is associated

with one and only one cluster. Finally, we combine Eqs. (19)–(21) as a single objective function

as follows:

Ḟ= F+ γ

4
∑

i=1

C
2
i (22)

where γ denotes the weight of the penalty sum.

4 The Optimization Model

In this section, we describe our proposed optimization approach. First, we propose a parti-

tioning of the set of wireless devices, D, using the VDs with respect to the UAV communication

range Rc. Second, optimization is performed using the GPUPSO algorithm to obtain better clus-

tering and the shortest path for the UAV. We propose the implementation of a customized PSO

on a GPU. The customized PSO is as simple as the classical PSO but shows better performance.

Our aim is to speed up the computation and introduce a better local communication topology

between the particles within the population as part of the global search. The parallelization of the

PSO on a GPU enables a better exploration of search spaces with a high number of dimensions

using a large population swarm.

4.1 Voronoi Diagram

VD partitions a two-dimensional plane containing a set of N anchors, called sites, with a set

of N Voronoi polygons. Each Voronoi polygon is associated with a unique site (see Fig. 2a) such

that any points inside that polygon are closer to the speci�ed site [43,44]. In addition, the vertices

of the Voronoi polygon are called Voronoi vertices, and the circles centered at these vertices that

pass through the neighboring sites are called Voronoi circles [45] (see Figs. 2b). We note that the

site may be shared with more than one Voronoi circle.
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Given a region R containing a set of mobile devices D, where D = {d1,d2, · · · ,dN}, VD

partitions the region R into a set of Voronoi polygons. Each polygon contains a single mobile

device and can be considered an of�oading region to be visited by the UAV. We show how to

merge these regions to of�oad multiple devices in a single visit, taking into consideration that any

resulting region should satisfy the following:

1. All of the associated mobile devices in the region should be in the coverage area, Rc, of

the UAV.

2. The sum of the transmission time and the computation time of the assigned devices in the

region should be less than Tu,
∑

kTk <Tu, as stated in constraint C2 in Eq. (19).

Figure 2: VD construction. (a) Each Voronoi polygon corresponds to a unique site, and (b) the

Voronoi circles are centered at Voronoi vertices and pass through the corresponding sites

Algorithm 1: The initial partitioning of D into a set of of�oadable regions

input: A set of mobile devices D= {d1,d2, ...,dN}

1 Construct the Voronoi diagram, VD(D);

2 Determine the Voronoi circle for all VD(D) vertices;

3 for i= 1 to N do

4 {di1 · · ·dil }← the set of devices sharing at least one Voronoi

circle with di;

5 cdi← the �tting circle containing di ∪ {di1 · · ·dil };

6 end

7 L← Sort the set of all cdi w.r.t their radii;

8 i← 0;

9 repeat

10 L′←{L[j] :L[j]∩L[i] 6=8} ; // neighboring regions

11 for j← 0 · · ·#L′ do

12 if
(

L′[j]∪L[i]≤Rc

)

and
(

TL′[j]∪L[i] ≤Tu
)

then

13 L[i]←L′[j]∪L[i] ;

14 L←L\L′[j] ;

15 end

16 end

17 i← (i+ 1)%#L;

18 until There are no more regions to merge;
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Algorithm 1 summarizes the steps for the initial partitioning of D. The input of the algorithm

is the set of mobile devices D. The algorithm starts by constructing the Voronoi diagram of

the set of devices, VD(D). Once VD is constructed, we identify all of the Voronoi circles of

the diagram. For each device di, we identify the corresponding devices, {di1 · · ·dil }, that share at

least one Voronoi circle with di. Then, the algorithm �nds the �tting circle, cdi , that contains

di ∪ {di1 · · ·dil }. The set of all cdi is considered as the initial partitioning of the area R. Since

each device is shared by at least one Voronoi circle and each Voronoi circle passes through at

least three devices, cdi has at least three devices. In addition, the set of �tting circles may not be

disjointed, i.e., cdi ∩ cdj 6=8. The set of all cdi(i= 1, · · · ,N) are sorted in a list L with respect to

their radii in ascending order. Now, we show how to merge the regions cdi with respect to the

boundary condition C2 expressed in Eq. (19).

Starting with the smallest �tting circle L[i], where i = 0, we identify of all the �tting circles

L[j] that share at least one device with L[i]. Now, for each L[j], we test whether the circle can

be merged with L[i] without violating the constraint speci�ed in Eq. (19). If the merge is eligible,

then L[i] is updated to L[j]∪L[i], and L[j] is removed from the list L. The algorithm stops when

there are no more regions eligible for merging in L.

In fact, the initial partitioning of the given devices may produce unbalanced partitions.

Although these initial partitions are constructed in accordance with the time constraints of the

UAV, these partitions may increase the transfer time necessary to achieve all the tasks in each

partition. When the UAV is in a speci�ed region, the UAV may cover devices from neighboring

partitions as shown in Fig. 3. The existence of these overlapping areas creates the possibility of

improving the transfer time of such devices. In Fig. 3, device s can be covered from regions R2

and R3. The question here is which is better, of�oading the device s within region R2 or within

region R3? We use PSO to answer this question by associating s with the corresponding region,

which optimizes the overall time, namely, the of�oading time, along the UAV trajectory. In the next

section, we describe the proposed implementation of GPU-based PSO that �nds the optimized

association of shared devices and the optimal UAV path that minimizes the overall time and

energy consumption.

R1

R2

R3s

Figure 3: An example of three regions (dashed circles) with shared devices (red)

4.2 GPU-Based Particle Swarm Optimization

In this section, we illustrate how to implement PSO on a GPU architecture. We start by

introducing the classical PSO. Then, we summarize the bene�ts of the current advances of

GPUs [46]. In addition, we show how to use GPU-based PSO in optimizing the wireless device
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association to improve the clustering of the set of devices D. Finally, we illustrate how to choose

the shortest path for the UAV that minimizes the problem stated in Eq. (17).

4.2.1 Particle Swarm Optimization

The classical PSO algorithm is classi�ed as a stochastic global optimization technique. PSO

was developed in 1995 by Eberhard and Kennedy based on the social behavior of birds or

�sh [47]. Fig. 4 depicts the overall process of the classical PSO, in which each particle Pi is

provided with the following information:

• xti : the current position at time t,

• vti : the current velocity at time t, and

• bi: the historical best position of Pi.
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Figure 4: The classical particle swarm optimization algorithm

The algorithm shares the information of the historical global best position among all particles

in the swarm, g. Using the PSO, each particle in the swarm adjusts its velocity, vti , according to

the following two items of information: (1) the best position at which the particle has been thus

far, bi, and (2) the historical best position along the whole swarm, g. This is accomplished using

the following formula:

vt+1i =ωvti + c1r1
(

bi− x
t
i

)

+ c2r2
(

g− xti
)

(23)

where ω ∈ [0, 1] is the inertia coef�cient, c1, c2 ∈ R
+ are the acceleration coef�cients, and r1, r2 ∈

[0, 1] are random numbers. The �rst term of Eq. (23) represents the momentum part, in which the

previous �ight direction is memorized, preventing the particle from drastically changing direction.

In the same manner, the second term is the cognitive part, in which the previous best position

of the particle is memorized and the performance is quanti�ed relative to the past performances.

Finally, the third term is the social part, in which the performance is quanti�ed relative to that of

its neighbors. Once the velocity is updated, the current position of each particle is updated using

the following equation:

xt+1i = x
t
i + v

t+1
i (24)

This makes all the particles align their positions in the search space to the local and global

best positions in the search space. Fig. 5 shows a graphical illustration of the effect of Eqs. (23)
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and (24) describe the inertia and cognitive and social behaviors of particle Pi. The choice of a

convenient value for ω is crucial for the convergence of the algorithm [48]. A greater value of ω

corresponds to a more global exploration of the search space. By contrast, smaller values of ω

focus on the local investigation of the search space. Our experiments show that it is preferable to

initialize ω with large values to encourage the global investigation of the search space and then

decrease this value using an aging factor according to the running time to obtain �ner solutions.

x t
i

g

bi

v t
i

(a)

x t
i

g

bi

v t
iωvt

i

x t +1
i

v
t +

1
i

(b)

Figure 5: The alignment of the particle position according to cognitive and social behaviors. The

orange, red and green solid lines correspond to the inertia and cognitive and social behaviors,

respectively, of particle Pi

In fact, PSO has been considered one of the most powerful nature-inspired optimization

algorithms. However, for high-dimensional space or large swarm optimization problems, PSO

requires performance improvements. This is due to successive evaluations of the �tness function

as well as the need to update the particle locations. The �rst intuitive solution for overcoming

this performance degradation is to parallelize the steps from (2)–(5); see the blue shaded loop in

Fig. 4 [49]. However, it is insuf�cient to set subjobs in a parallel calculation job by introducing a

single thread for each job that includes a time-consuming evaluation task.

4.2.2 CUDA Architecture

Due to the emergence of General Purpose GPUs (GPGPUs) and their rapid arithmetic

kernels, performance has dramatically improved in many �elds. In fact, a GPU performs com-

putations faster than a CPU. Due to the high transistor density, �oating-point operations can

be performed much faster with a GPU than with a CPU because it devotes more transistors

to data processing than to data caching and �ow control. The second bene�t of GPUs is their

data-parallel capabilities; they are particularly well suited to problem solving in data-parallel

computations with a high arithmetic intensity, that is, for problems where there is a high ratio of

arithmetic operations to memory operations.

Furthermore, programming on GPUs has been greatly simpli�ed by the existing platforms,

particularly by the Compute Uni�ed Device Architecture (CUDA) [50]. For the CUDA program-

ming concept, as shown in Fig. 6, GPUs can be considered a high-performance computing device

capable of handling many threads at the same time. Kernels are the heart of CUDA, and a batch

of threads is responsible for executing these kernels simultaneously. This batch is organized as

a grid consisting of a number of thread blocks. Generally, a block of threads is a collection

of threads. This collection collaborates by allowing data sharing using an ef�cient and dedicated

shared memory. In addition, the collection synchronizes their execution to �awlessly optimize their
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memory hits. A key feature of CUDA is its memory model that is closely related to the mechanism

used by the batch of threads. Every thread has its own local memory, registers, and a unique

id. Global memory can be accessed by all threads within a grid, while shared memory can only

be accessed within a block. For our implementation, we mostly use shared memory and global

memory.

CUDA kernel

Texture

memory

Global

memory

Constant

memory

Grid

Block 0

T0,0

T0 ,n

Tm, 0

Tm,n

Shared

Memory

Block k

Shared

Memory

Figure 6: The programming architecture of the CUDA kernel

In this research, we propose a robust implementation of PSO using CUDA. The GPU-based

PSO can enhance optimization performance, increase the swarm population, enlarge the size of the

problem, and greatly speed up implementation. This allows users to solve critical time problems

or complex optimization problems in a reasonable amount of time.

4.2.3 Optimization Structure

Based on the initial partitioning described in the previous section, we propose a multiobjective

GPUPSO that minimizes:

1. The routing path of the UAV,

2. The energy consumption, and

3. The shared devices’ of�oading time.

In fact, the association of shared devices affects the overall time and transmission energy since

the of�oading time and energy depend on the positions of the UAV and the devices, as described

in Eqs. (1), (3), (4), and (10). On the other hand, the path of the UAV affects both the time and

energy consumption.
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Let R= {R1,R2, · · · ,RK} be the set of initial partitions and T trans
k
=
∑

i δikT
trans
ik

, where T trans
k

is the time required to of�oad the devices of Rk and T trans
ik

is the transmission time of device

i ∈Rk. Consider that D′ = {d ′1,d
′
2, · · · ,d

′
n′
} is the set of shared devices such that:

∀d ′ ∈D′⇔
(

∃k1,k2 : (1≤ k1 6= k2 ≤K)∧ (d ′ ∈Rk1 ∩Rk2)
)

(25)

In addition, we de�ne the set of regions R′ = {R′1,R
′
2, · · · ,R

′
K
} such that R′

k
= Rk\D

′. Now,

we describe the proposed particle structure. In fact, each particle Pi consists of two parts:

1. Gi = (g1i , · · · ,g
n′

i ), which represents the association of shared devices, and

2. Ci = (c1i , · · · , c
K
i ), which represents the routing path of the UAV.

Now, we de�ne the structure of the part concerning the �rst objective. First, each g
j
i is

associated with the corresponding device d ′j ∈ D
′, j = 1 · · ·n′. The value of g

j
i is chosen from the

set of integers kj, 1≤ kj ≤K, representing the indices of the candidate partitions R′
kj

such that d ′j

is coverable when the UAV hovers over Rkj . In addition, we de�ne |g
j
i| as the cardinality of the

set of possible values of g
j
i . Therefore, the values of Gi = (g1i ,g

2
i · · ·g

n′

i ) can be, for example, as

follows:

g1i ∈ {0≡R
′
ki1

, 1≡R′
ki2
} |g1i | = 2

...
...

g
j
i ∈ {0≡R

′
kj1

, 1≡R′
kj2

, 2≡R′
kj3
} |g

j
i| = 3

...
...

gn
′

i ∈ {0≡R
′
kn′

1

, 1≡R′
kn′

2

} |gn
′

i | = 2

The cost consists of the sum of the total time and energy transmission for devices in D′. For

the second objective, we de�ne the structure of this part as a set of �oating values describing the

priority of visiting the partitions Ri by the UAV; Ci = (c1i , c
2
i , · · · , c

K
i ). The region with the highest

priority is visited �rst. The cost consists of the �ying, hovering and transmission energy of the

UAV over path Ci.

The �nal structure of particle Pi is the concatenation of GiCi ∈R
n′+K. The two parts Gi and

Ci are not independent since the association of a device with a certain region affects the hovering

time and energy of that region. Similarly, G does not affect the total computation time and

energy. The application of the parallelized PSO to the proposed GC is summarized as depicted

in Algorithm 2. The algorithm starts by initializing the values of the particle positions. Initially,

the best position for each particle will be the current position, and the global position is the best

position among the local best. Then, the algorithm iterates in parallel using the CUDA kernel

move() that locates the next position for each particle Pi. After each move, the global and local

best positions are updated if necessary.
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Algorithm 2: The GPU-based particle swarm optimization algorithm

// initialization

1 foreach Pi do // in parallel

2 initialize x0i & v0i ;

3 bi← x0i ;

4 end

5 g=min
i
bi;

6 a= 0.99 ; // aging factor

7 for t= 0 to MaxIter do

8 foreach Pi do // in parallel

9 move(Pi,ωa
t,C1,C2, t+ 1);

10 update(bi,g) ; /* if needed */
11 end

12 end

// CUDA kernel

13 __global__ move(Pi,ω,C1,C2, t+ 1){

14 r1← rand();

15 r2← rand();

16 vt+1i ←ωvti + c1r1
(

bi− x
t
i

)

+ c2r2
(

g− xti
)

;

17 xt+1i ← xti + v
t+1
i ;

// xt+1i ≡Gt+1i Ct+1i

// conversion of Gt+1i to a discrete value

18 g
j,t+1
i ←⌊g

j,t+1
i ⌋%|g

j
i| ∀ j ∈ (1 · · ·n′);

19 }

5 Results and Discussion

The experiments are performed on an NVIDIA CUDA Maxwell architecture embedded in

an Intel Core i7-8565U CPU running at 1.8 and 1.99 GHz and a GeForce MX130 GPU with 4

GB RAM under Windows 10. Here, we present some experimental results that demonstrate the

effectiveness of the proposed approach. A set of wireless devices is randomly distributed over the

square region of 200× 200 m2. Many studies have been devoted to determining the �ying and

energy parameters for UAVs [51,52]. Similar simulation parameters are presented in Table 3. First,

the partitioning of the devices is performed on the CPU, and then the proposed optimization

using the PSO is applied on the GPU. The results concerning the optimization step are the average

of 10 independent runs. The inertia ω, cognitive C1, and social C2 parts are set as 0.75, 2.5, and

1.5, respectively. The aging factor for the inertia ω is set to 0.99 and applied every 10 iterations.

We have set the number of iterations to 1000.

Fig. 7 shows a graphical illustration of the proposed approach. First, a set of 40 wireless

devices is randomly generated, as shown in Fig. 7a. The VDs of these devices are created using

the sweep-line algorithm [53,54], as shown in Fig. 7b. For each device, the corresponding Voronoi

circles are determined, as shown in Fig. 7c, to apply the merging step. In the merging step,

the Voronoi vertices are merged together, as described in Algorithm 1 with respect to the UAV

covering radius Rc, as shown in Fig. 7d. Once the clusters of devices are obtained, the proposed
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GPU-based particle swarm algorithm is applied to obtain the shortest path for the UAV, as shown

in Fig. 7e.

Table 3: Parameter settings of the UAV for the evaluation experiments

Parameter Value

β 40 MHz

hi −30 dB

N0 10−9 W

κ 10−26

Pik 0.4 W

v 30 m/s

H 50 m

td 200 KB–3 MB

tc 6× 109–9× 1010

f u 300 MHz

E 5× 105 J

Figure 7: (a) The set of devices, (b) the Voronoi diagram of the devices, (c) the Voronoi vertices

(red) and their corresponding Voronoi circles, (d) the initial partitioning of the devices, and (e)

the shortest path



430 CMES, 2022, vol.133, no.2

Moreover, we compare the proposed optimization of our system vs. a GA. In fact, the

GA is a metaheuristic optimization approach based on natural reproduction phenomena. The

GA simulates the three main Darwinian operators of natural evolution, namely, selection of

the �ttest, crossover, and mutation operators. The algorithm starts by randomly initializing an

initial population and selecting the �ttest individuals for reproduction (applying the crossover and

mutation) of the next generation offspring. The individual structure is called a chromosome. In

our experiments, we use a chromosome structure similar to the proposed particle structure, as

described in Section 4.2.3, and apply the classical GA operators. Fig. 8 shows a comparison of

the proposed optimization and a GA. The population size is 800 particles (or individuals for GA).

Fig. 8 shows that the proposed GPU-based PSO has a higher convergence rate than the GA.
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Figure 8: A comparison between the proposed GPU-based PSO (red) and a GA (blue). The GPU-

based PSO converges faster to the optimal value than the GA

Table 4: The timing (in msec) of the proposed approach for different numbers of wireless devices

(positioned randomly)

#D
CPU GPU

VD Part PSO

50 8 10 516

100 8.8 14 1350

150 9.5 19 2020

200 10 26 2784

250 10.4 29 3406

The analysis of the computational time shows that the GPU architecture speeds up calcula-

tion, as presented in Table 4. The columns from left to right are the number of wireless devices,

the Voronoi construction time, the partitioning time, and the optimization time. The number

of iterations and swarm size are set to 1000 and 800, respectively. The timings presented in

Table 4 show that the optimization process incurs the main bulk of the computational cost of the

proposed approach. In addition, when the number of wireless devices increases, the dimensionality

of the problem also increases, and the optimization step is the most strongly affected portion
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of the proposed approach. However, due to the high performance of the GPU architecture, the

performance difference is negligible.

6 Conclusion

This paper proposed a UCMEC system to improve the performance of of�oading tasks from

mobile devices with the goal of minimizing the task delay and the energy consumption of the

system. The proposed system partitions the ground devices into regions where the UAV can hover

over each region to process the of�oaded tasks. A VD is used for the partitioning process. The

UAV trajectory over the regions is optimized using a GPU-based PSO. The performance of the

proposed system was validated by comparison with other algorithms in the literature.

The limitation of the proposed of�oading process is that it is valid only for stationary devices.

In other words, it does not take into account the dynamic positioning of the ground sensors. In

addition, the performance of the PSO in de�ning the optimal clustering and the shortest path of

the UAV is very sensitive to the intrinsic parameters of the PSO, namely, the inertia, cognitive,

and social parameters. In fact, this is a general drawback for all metaheuristic approaches. Our

future work will consider the mobility of ground devices as well as the adaptive setting of the

algorithm parameters.
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