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ABSTRACT

The severity of traffic accidents is a serious global concern, particularly in developing nations. Knowing the main
causes and contributing circumstances may reduce the severity of traffic accidents. There exist many machine
learning models and decision support systems to predict road accidents by using datasets from different social
media forums such as Twitter, blogs and Facebook. Although such approaches are popular, there exists an issue
of data management and low prediction accuracy. This article presented a deep learning-based sentiment analytic
model known as Extra-large Network Bi-directional long short term memory (XLNet-Bi-LSTM) to predict traffic
collisions based on data collected from social media. Initially, a Tweet dataset has been formed by using an
exhaustive keyword-based searching strategy. In the next phase, two different types of features named as individual
tokens and pair tokens have been obtained by using POS tagging and association rule mining. The output of this
phase has been forwarded to a three-layer deep learning model for final prediction. Numerous experiment has
been performed to test the efficiency of the proposed XLNet-Bi-LSTM model. It has been shown that the proposed
model achieved 94.2% prediction accuracy.
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1 Introduction

Accidents on the road interfere with regular traffic operations, impede traffic flow, and dramati-
cally worsen urban problems around the world [1]. Large-scale auto accidents frequently cause fatali-
ties, severe injuries and even deaths. According to the National Highway Traffic Safety Administration
(NHTSA), which generates annual reports on the statistics surrounding traffic safety, more than
5,000,000 car accidents have occurred in the United States each year since 1998, and approximately
30% of these accidents result in fatalities and injuries [2]. From past studies, it is now generally
believed that considerable reductions in the effect of accidents may be obtained by the introduction

https://www.techscience.com/journal/CMC
https://www.techscience.com/
http://dx.doi.org/10.32604/cmc.2023.040455
https://www.techscience.com/doi/10.32604/cmc.2023.040455
mailto:poprp@uaar.edu.pk


1600 CMC, 2023, vol.77, no.2

of computer-based efficient detection systems and reaction tactics [3]. Accurate and prompt iden-
tification of traffic accidents is vital to the operation of contemporary transportation management
systems as traffic incident management is an essential component. Traditional approaches that rely
on detectors often provide correct information about the position and timing of a traffic collision and
be valid in a variety of applications [4]. Conventional detection systems focus on solely traffic data and
still face some obstacles. Whereas, the use of field data to identify the occurrences of traffic accidents
has shown the implicit premise that data could be trusted [5]. Nevertheless, there is a persistent issue
with detector malfunctions and communication mistakes in the operations of traffic.

As far as the traditional prediction systems are concerned, the issue of malfunctioning sensors
that are used for detection might generate even greater difficulties in the identification of accidents
over wide territories. Second, the unpredictability of traffic patterns and the occurrence of one-off
incidents may make it difficult to use traffic measurements to explain the number of people killed or
injured in automobile accidents. In addition to collisions, regular traffic operations may be disrupted
by a variety of other events and activities. Because of this, the metrics, which include the traffic flow
and occupancy, primarily serve the purpose of providing indirect support rather than direct proof for
the occurrence of traffic accidents. Instead of such methods, computer-based strategies such as data
mining approaches and decision support systems that analyze massive datasets may produce better
detection and prediction [6]. The issues of correct perdition on the bases of gathered data may be
addressed by using these methodologies.

Traffic accidents are diverse case-by-case events, thus a lot of pertinent data is recorded in free-flow
text fields rather than confined value fields [7]. Also, this leads to numerous accident features that are
indescribable. Social media platforms have become an integral part of people’s lives and the primary
repository of human language due to their importance as a means of communication, particularly
in the Internet era. Every day, major social network sites publish hundreds of millions of pieces of
unstructured text data. The information on these social network platforms on traffic accidents is far
more in-depth and thorough than the information gathered about accident status in the conventional
physical space [8] and includes both objective description and subjective analysis.

In recent years, the field of accident research has experienced the potential of data crowdsourcing
as a supplement to existing methodologies and as a source of fresh information. In this research
project, we investigate whether or if it is possible to monitor traffic incidents using Twitter. The
microblogging site Twitter has attracted a growing amount of attention over the last several years
[9,10]. Because of this, each tweet serves as a data source for the “We Media” platform, and it is
perfectly feasible to extract the broad spectrum of information from large groups of people in a timely
way. This research investigate the potential of utilizing tweets on Twitter as an additional data source
for accident prediction. The information that is available on Twitter is both loud and unstructured.
It is vital to utilize a text mining approach that is both efficient and effective to extract valuable
information linked to accidents from tweets. In this investigation, we train and categorize accident-
related tweets using two different forms of deep learning: deep neural networks (DNN) and long short-
term memories (LSTM). We then compare these two approaches to deep learning. Deep learning, in
contrast to other types of classifiers, does not look for direct functional relationships between the
features that are fed into the system and the classifications that are produced by the system.

The rest of the paper is divided into the following sub-sections: Section 2 provides Literature
Review, Section 3 describes the Proposed Methodology. The Result and Discussion is portrayed in
Section 4. Finally, Section 5 provides the Conclusion and Future Work.
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2 Review of Literature

The rate of accidents is directly related to the pace of population growth, and few strategies have
been developed to handle this issue. According to earlier studies, traffic accidents can be avoided if the
motorist is familiar with the regions where the majority of accidents occur [11]. With conventional
sensors, only traffic control centers can see the state of the traffic network at any one time. But,
automated and automatic monitoring of traffic is required to provide real-time clarification of traffic
situation. Many researchers have presented a plethora of approaches for analyzing traffic events. These
systems relied mostly on information from a single data source whose data was formatted in a single
language, but the proposed system has certain flaws: it may fail to automatically identify the cause of
accidents or it may not improve traffic conditions concurrently. To design a perfect automatic system,
researchers are continuously trying to overcome many challenging issues such as combining many data
sources, validating the precise location of the post and detecting and anticipating traffic congestion
[12,13]. This section discusses some of the state-of-the-art techniques that have been published in the
past few decades. Whereas, Table 1 shows the additional techniques along with its description.

Historical data analysis will be valuable for finding accident hotspots. Rabbani et al. [3] created
a conceptual framework for the construction of a model to identify accident-prone regions. Similarly
to that Kaur et al. [14] have used correlation analysis and visualization approach with the R tool to
analyse road accident and traffic collision data. They also develop an accident prediction model for
state highways and typical district roads. Yannis et al. [15] have also presented a comparative study
to discuss the accident findings. In their study, they discussed the existing procedures employed in the
international development of accident prediction models. With the aid of surveys, detailed information
on numerous models has been gathered and this data has been used by many researchers to determine
which model is the best applicable for accident prediction.

Chen et al. [16] proposed a unified investigative substructure that united two predefined models,
namely language-based modeling and the community deduction model, which were the sub-models
of pivot misfortune Markov irregular fields (HLMRFs). By analyzing Twitter’s traffic obstruction
architecture and connecting the generated data with genuine traffic speed data, the authors constructed
a novel factual system that includes point models and pivots misfortune Markov arbitrary fields.
According to the analysts, proposed model enable collaboratively deducing blocked street connections
over the whole street network based on relevant tweet information [15]. They assessed the proposed
model using real Twitter and INRIX traffic speed information to undertake thorough tests.

Williams et al. [17] found that the age of a driver as well as their amount of experience have a major
role in determining the risk of them being involved in an accident. They evaluated the effectiveness
of several different categorization algorithms to provide a comparative study of the factors that
cause accidents. In their work, they highlight the work of Suganya et al. [18], who analyzed the
road accidents in India and compared the accuracy, mistake rate, and execution time as performance
metrics. Suganya et al. [18] findings may be found here. They discovered that K-Nearest Neighbors
Algorithm (KNN) performed better than the other algorithms. A comparative study on the types
of roadways that are frequently involved in accidents was conducted by Sarkar et al. [19]. They
discovered that the frequency of accidents on highways is higher than that of accidents on a typical
road comparable to [20] while investigating the other factors linked to accidents. To create a neural
network model to predict accidents. In their work, they used original data. They discovered that this
model could produce findings more quickly than the ones based on Indian roads.
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Table 1: State-of-the-art method with its description

References Data source Result Technique Dataset size Limitation and future work

[14] Twitter 90% Semi naive
bayes

22200 • Extensive NLP algorithms
may be used to enhance the
classification of traffic
incident tweets

• Extensive NLP algorithms
may be used to enhance the
classification of traffic
incident tweets

[16] Sina Weibo 89% LSTM, CNN,
LSTM–CNN

11000 • Extracting information such
as location and time from
microblogs and merging
them as a feature to
improve accuracy

[17] Twitter 85% DBN and
LSTM

900 • Non-geo tagged tweets may
indicate the incidence of
traffic occurrences

• Combining data from
several information sources

[19] Twitter 88% SVM 1330 • Future: integrating data
with physical sensors for
more accurate real-time
reporting

• They analyzed incidents
recorded in newspapers and
other sources, rather of
depending just on social
media feeds

[20] Twitter 88% NLP and
CVM

13410 • As sentiments and emotions
play a significant influence,
they may be included into
future research

• Improvements may be made
to location data and
extraction procedures to
increase outcomes

The research article of Gutierrez-Osorio et al. [21] discussed the application of cutting-edge
techniques and algorithms to evaluate and predict traffic accidents. They claim that research on
accident prediction is a vital area of research since it has a considerable influence on people’s safety,
health, and well-being. Accidents that occur in traffic are a major cause for concern all around the
world. They assert that data made available by traffic organizations and road police forces have always
been the primary source of information used in studies of traffic accidents. However, because social
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media platforms are so pervasive and easily accessible, it is now possible to have detailed and up-
to-date information about road accidents in a particular region. This makes it possible for detailed
studies to be conducted that take into account road accidents that have not been recorded. Their
primary purpose was to provide a model that could anticipate traffic accidents by making use of data.
This was the major objective of their study. They came up with an ensemble deep learning model that
consisted of convolutional neural networks and gated recurrent units. The outcomes were contrasted
with benchmark algorithms as well as outcomes reported by other researchers. Their results were
encouraging and suggested that the proposed ensemble deep learning model performs better.

Due to labor-intensive incident reporting and limited sensor coverage, classic incident detection
methods frequently have poor performance. The work of Yao et al. [22] used a Twitter text mining
method to extract incident data. In their research, they used crawling, processing and filtering for
publicly available tweets. In addition to this they also used an adaptive data capture, a dictionary of
significant terms and their combinations to indicate traffic events. The deployed their methodology
in the metropolitan areas of Pittsburgh and Philadelphia. They claimed that mining Tweets has
enormous potential to cheaply supplement already-existing traffic incident data. They also concluded
that majority of the occurrences recorded in the existing dataset are covered by a limited sample of
tweets obtained from the Twitter application programming interface (API), and new instances can
be found by reading and analyzing Tweets. The majority (60%–70%) of those geo codable Tweets
are published by influential users (IU), i.e., public Twitter accounts that are typically run by news
organizations and public agencies, while the remaining tweets come from individual users.

Support Vector Machine, natural language processing and other approaches that investigate the
semantic aspects of the keywords are among the most frequent techniques for recognizing traffic-
related events. However, since a tweet may only be up to 140 characters long and its content is intended
to be brief, keyword recognition alone is not often sufficient for good natural language processing.
For instance, the phrases “internet traffic is sluggish” and “internet indicates traffic is slow” may
provide completely distinct pieces of information. Third, also owing to the word constraint, some
tweet contents do not include adequate explanations of the occurrence kinds, even though some of the
incidents may arise from their suppositions. This is a problem since some tweets have been shared by
people who have been misinformed. Previous research had shown that utilizing Twitter keywords to
gauge the mood of rider displeasure along specified routes (metro lines) was fruitful. When compared,
the use of natural language for reporting traffic events might be more variable and challenging to
record. These three issues will be statistically proven and thoroughly explored in the following portions
of this article, which will focus on the key topics of this work.

The previous debate led to the conclusion that, even though the studies cited above have obtained
good forecast results, the prediction models frequently rely on certain accident features. This was
reached as a result of the previous discussion. They are far more susceptible to error as a result of
the source, amount, and quality of the accident data, making their limits significantly more severe.
In light of this, doing research on accident duration prediction using a method of prediction that is
founded on principles of natural language processing offers a novel way of thinking about the problem.

3 Proposed Methodology

This research presents an efficient method for converting tweets into information that may be
used to anticipate future accidents. The key steps of the proposed model are data collection, data
preprocessing and normalization, feature extraction including feature pairing and tokenization and
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finally traffic accident prediction using an innovative deep learning model. The schematic diagram of
the proposed methodology is shown in Fig. 1.

Figure 1: Proposed conceptual framework
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3.1 Data Collection and Normalization

This research used information on accidents that was posted on Twitter in the form of a message,
sometimes known as a “Tweet”. Twitter is a social networking service that allows users to immediately
share and engage with information in the form of text, photos, and other forms of multimedia. This
service is built on the foundation of social connections. These data include information content that
satisfies the standards of the experimental data for this study, such as a description of the accident
state, the time of the accident, and the location of the accident. In Table 2, you can see an example of
a Tweet.

Table 2: The nature of tweets about road accidents

Tweet ID Tweet text

t1 “A vehicle overturned in a huge collision at the Sunoco station and the parkway” “The
worst conceivable automobile accident just occurred in front of me”

t2 “1 h at a standstill, there must be accidents ahead” “This is typical NOVA traffic, what
a miserable day”

t3 “Excitingly, I am waiting. Always dislike the signals before the hip-hop, they make me
nauseous”

Twitter’s Streaming API was used to gather tweet data, and a geolocation filter was applied. We
set study area boundary boxes using a coordinate filter, resulting in the collection of more than 584,000
geotagged tweets over an entire year, from January 2022 to December 2022. Every tweet that is posted
comes with its date, time, and geographical information. The location information consists of a pair
of latitude and longitude coordinates that indicate where the tweets were posted. Finally, 1073 valid
accident data with complete time tags were obtained.

Algorithm 1 shows the preprocessing and normalization process of the dataset. Only tweets that
include clear evidence of a traffic accident are taken into consideration for this research. Tweets about
traffic congestion, construction work, and other similar topics are not taken into consideration since
these topics may not always imply traffic accidents. These prospective tweets should, in most cases,
include one or more terms such as “accident” or “crash” that are connected in some way to the
accident. Select tweets at random from the list of tweets that have been filtered and manually classified
on whether or not they are linked to an accident. Later on, it has been determining which terms appear
most often in tweets relating to accidents. Whereas, in the normalization procedure, the text data from
Tweets are first tokenized and then vectored. The primary purpose of the preprocessing is to carry
out the tasks of word separation from the text data and deactivation. In addition to this, the text
vector representation is intended to transform unstructured text data into structured data that can be
understood by computers.

Algorithm 1: Data Preprocessing and Normalization
Input: A set of Tweets Ti = { t1, t2, t3, t4, . . . , tn } where each Ti ε String
Output: Preprocessed and Normalized Tweet
1. Repository Urls (R-Url) ← {www, http, https}
2. Repository Re-Tweets (R-Rtweet) ← {#, @ }
3. Repository Slangs (R-Slang) ← {‘:’; ‘:-’; ‘””’; ‘!’; ‘’’;}

(Continued)
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Algorithm 1 (continued)
4. For each

Ti i =1 . . . n do:
if ti contains KW and KW ε R-Url
then
Discard Url

else-if ti contains KW and KW ε R-Tweet
then

Discard ti

else
Discard KW

5. End For
6. Return Processed

3.2 Feature Selection

In this section, features from the structured Tweet database are selected for presentation. The
primary objective of feature selection is to choose a subset of characteristics based on the source
documents. This process retains the words that have the greatest score on a predefined assessment of
the value of the word [23]. In this work, two distinct types of features (individual features and paired
features) have been obtained. The phi coefficient [24], which may assess the degree to which a manual
label is associated with a token, is the standard that we have decided to use for each particular token
characteristic.

Pseudo Code 1: POS-based Feature Extraction
1. Use a Part of Speech (POS) tagger to tag each word with its corresponding part of speech (e.g.,
noun, verb, adjective, etc.)
2. Identify all the nouns in the text by filtering out all words with POS tags that are not nouns.
3. Group the identified nouns into noun phrases using noun phrase chunking.
4. Identify the most common noun phrases in the text by counting their occurrences.
5. Consider the most common noun phrases as the aspects or features that customers are discussing
in their reviews.

The individual features are obtained by using a standard part-of-speech (POS) tagging procedure
[25]. The identification of individual features is significantly aided by the use of POS terminology. At
this point, using Stanford Core Natural Language Processing (NLP), POS tagging is carried out on
each Tweet that is being reviewed. The point-of-sale tag shown in. In this particular piece of work, the
POS tag is utilized to determine which words in the review sentence are nouns, adjectives, and verbs
respectively. In most cases, the nouns or noun phrases that resulted from the POS tag were represented
as a feature. Pseudocode for the POS tagging process has been described in Pesudo code 1, while some
of its obtained results have been depicted in Table 3.

Features derived from individual tokens are not always sufficient because they have the potential
to ignore the linkages that exist within the tokens themselves. Sometimes, the signs provided by such
relationships might be far more important than those provided by solitary ones. For instance, the
inclusion of the term “vehicle” in a Twitter post that also contains the phrase “accident” would make
the likelihood of an accident-related event more likely. On the other hand, the likelihood may go down
if there was an occurrence of a token “vehicle” that was conditioned by “maintenance” or “repair”.
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Therefore, in this work, the paired token features have also been obtained by using the association rules.
The Apriori algorithm has the capability of revealing the association rules [18]. The Apriori algorithm
searches for patterns in vast amounts of binary data based on support and confidence probabilities,
the two most important kinds of probabilities.

Table 3: POS-based individual feature set

# Feature

1 Vehicle
2 Accidents
3 Road
4 Traffic
5 Commuters
6 Ground
7 Mishap
8 Crash
9 Damage
10 Rush

If we start with a stemmed token tj and look at all stemmed tokens, the support of tj maybe defined
as the percentage of tweets in the database that include tj, shown in Eq. (1).

dup
(
tj

) = size of {TitjCC}
size of {Ti} (1)

where tj represents the jth token and ti represents the ith tweet. By establishing a cutoff point for supp
t () j, we can exclude some of the qualified tj candidates. We can even compute the support for paired
tokens, which is analogous to how we calculate the support for individual tokens as shown in Eq. (2).

dup
(
tj ∩ tj2 ∩ . . . ∩ tm

) = size of {Titj ∩ tj2 . . . . ∩ tjm}
size of {Ti} (2)

In the vast majority of the earlier research, providing support and confidence in the environment
was occasionally required. The support option may be a very low amount, and it can include any
number of paired tokens for the Feature Selection process. When compared, the level of confidence
typically has a significant influence on the findings, and various values should be further studied in the
classification for the implications they have on the classification. An empirical investigation is carried
out to investigate how the token characteristics may indicate the language used by custom soft tweets
in narrating traffic incidents. 38 token pairings may be found in Table 4 when the support value is
equal to 0.01 and the confidence value is equal to 0.1. Table 4 shows the majority of the association
rules.

When the level of confidence is more than 0.6, the number of unique tokens that are connected
virtually does not vary at all. The paired token features in the database have the same meaning as the
individual token features; they have a value 1 if the tweet includes the appropriately paired tokens, and
they have a value of 0 otherwise. To carry out the study, we will include paired token characteristics in
the regression model.
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Table 4: Token pairs

Vehicle With Damage Do Mishap

Tailgate Game Vehicle Crash Vehicle
Mishap Roads Vehicle Take No pair
Mishap Commuters Commuters No pair Just
No pair Roll No pair Exactly Just
Just Take Vehicle No pair No pair
Mishap Take Commuters Ground Mishap
Vehicle Just Mishap See No pair
Damage No pair Mishap Drive No pair
Mishap No pair No pair Do Just
Mishap Prevent No pair Prevent No pair
Vehicle See No pair Exactly No pair
Vehicle Drive Damage Exactly No pair

3.3 Proposed Prediction Model

The section discusses the Proposed eXtreme Language understanding Network-Bidirectional
Long Short-Term Memory (XLNet-Bi-LSTM) based prediction model. The input of traditional
Bidirectional Encoder Representations from Transformers (BERT) was given as an input to the neural
network. In this work, the traditional BERT model is replaced with XLNet and BI-LSTM to the neural
network.

3.3.1 XLNET Model

In 2019, Google AI announced the introduction of a new permutation language model under
the name XLNet which is formed by the combined properties of auto-regressive and auto-encoder
language models [19]. This model is quite comparable to BERT and the auto-regressive strategy
automatically predicts the subsequent output. Fig. 2 explains the working of XLNet model. For
example the Tweet “The worst conceivable automobile accident just occurred in front of me”. Due to
the method of TransFormer-XL that XLNet proposes, it may enhance the information of the extracted
context and thus demonstrate numerous benefits in the NLP of long document input type. Because of
the aforementioned features of XLNet, each token can be fully represented following the sentence’s
semantics.

In this study, we leverage Google’s XLNet model to improve the accuracy of the findings. We
structure the tokens into the XLNet-specific format and input this information into XLNet. XLNet
takes use of bigger mini-batches, learning rates, and step sizes, in addition to adjustments in the
masking approach, so that it can train for a longer length of time. This allows it to train for a longer
amount of time. Yet, there is no guarantee that the model’s performance will be outstanding, even if
it is pre-trained on a much larger quantity of data. In addition, it might be challenging to choose the
pre-trained model that would provide the best results for a certain task from among the models that
have been trained on a range of datasets.
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Figure 2: XLNet model architecture

3.3.2 Bi-LSTM

The XLNet sentence representation is fed into the Bi-directional long short term memory (Bi-
LSTM). Bi-LSTM, is a neural network that is capable of having sequence information in both ways,
either backward (from the future to the past), or forwards (past to future) [26]. Fig. 3 shows the
working of Bi-LSTM. The input of a Bi-LSTM moves in both directions during a bidirectional
operation, which sets it apart from a conventional LSTM in a significant manner. Bi-directional
semantic dependencies are more effectively captured by the Bi-LSTM. For the Tweet “The worst
conceivable automobile accident just occurred in front of me”. The forward LSTM will generate 11
vectors {Vf0, Vf1, Vf2, Vf3, Vf4, Vf5, Vf6, Vf7, Vf8, Vf9, Vf10, Vf11} and backward LSTM will
generate 11 vectors {Vl0, Vl1, Vl2, Vl3, Vl4, Vl5, Vl6, Vl7, Vl8, Vl9, Vl10, Vl11}. At the end, the
vector is formed by splicing the forward and backward vectors {Vf0, Vl11}, {Vf1, Vl10}, {Vf2, Vl9},
{Vf3, Vl8}, {Vf4, Vl7}, {Vf5, Vl6}, {Vf6, Vl5}, {Vf7, Vl4}, {Vf8, Vl3}, {Vf9, Vl2}, {Vf10, Vl1}, {Vf11,
Vl0}. The XLNet vector output is passed into the Bi-LSTM for final prediction. Bi-LSTM can estimate
the likelihood of each word matching each tag. The values with the highest likelihood are highlighted.
The context information can be learned by the Bi-LSTM. Nevertheless, feature analysis at the sentence
level is not possible.

Figure 3: A typical Bi-LSTM model adopted from baeldung.com [27]

baeldung.com
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3.3.3 XLNet-Bi-LSTM Prediction

The working mechanism of the proposed XLNet-Bi-LSTM is shown in Fig. 4. The word embed-
ding layer created by XLNet is the top layer of the model. The dropout rate is designed to reduce
overfitting prior to moving on to the next layer. The Bi-LSTM layer, which is the second layer of
the model, can automatically extract key features from the Tweet. The Bi-LSTM output is created by
combining the forward and backward concealed results. The third layer realizes sequence annotation
at the sentence level. The whole process of prediction is explained with the following example of a
Tweet. “This was a horrible accident”. Initially, the Tweet is divided into a token by applying the
feature extraction process of Section 3.2 to obtain [this, was, a, horrible, accident]. Following that, the
tokens are transferred to XLNet. The arrangement of tokens is shuffled around in XLNet so that word
embeddings may be represented more precisely.

Figure 4: Proposed XLNet-BI-LSTM prediction model

The label with the highest likelihood is the one that ultimately provides the inadvertent prediction
of the entire Tweet. The last layer receives the probability output from the BiLSTM at this point. The
correlation of all tags predicted in the full sentence is taken into account in the final layer. To obtain the
final prediction, the aforementioned scenario must take place. To eventually determine the likelihood
of the tag sequence, the final layer again re-adjusts the sequence.

4 Results

The results of the classification performed by the XLNet-Bi-LSTM on the dataset are displayed in
this section. An artificial neural network, a support vector machine, and a method for topic modeling
called supervised latent Dirichlet allocation are used for comparisons (sLDA).

4.1 Dataset Description

The experiment has been carried out with the help of three different types of Tweet dataset that has
been obtained by using Twitter API from the prescribed link. A keywords-based search strategy has
been applied to search the accident-related Tweets. The description of each dataset has been presented
in Table 5.
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Table 5: Dataset description

Keyword used Tweet dataset ID No. of Tweet Vocabulary size

Traffic, Collision, Accident, Road,
Accident, Injured, Fatal, Dead, Car
Crash, Bump, Crash

TDS1 2013 59,742
TDS2 1073 22,411
TDS3 766 12,231

Dataset web link
TDS1———–https://data.mendeley.com/datasets
TDS2———–https://pypi.org/project/tweepy
TDS3———–https://www.kaggle.com/datasets/kazanova

4.2 Performance Evaluation

To evaluate the effectiveness of the prediction model, it is necessary to assess the accuracy of
the prediction model. Using the metrics precision, recall and F-measure are also used as a model to
evaluate the proposed work.

Accuracy = TP + TN
TP + TN + FP + FN

(3)

Precision = TP
TP + FP

(4)

Recall = TP
TP + FN

(5)

F1 = 2 × (P × R)

(P + R)
(6)

The performance of an individual section of the proposed prediction model has also been analyzed
by a 2 × 2 categorical confusion matrix as depicted in Table 6. True Positives (TP) and True Negatives
(TN) represent the number that represents the accurately predicted records, while False Negatives (FN)
and False Positives (FP) represent the number of incorrectly predicted pathogenic and neutral cases,
respectively.

Table 6: Confusion matrix

Actual class

Positive (P) Negative (N)

Predicted class
Positive (P) True Positive (TP) False Positive (FP)
Negative (N) False Negative (FN) True Negative (TN)

https://data.mendeley.com/datasets
https://pypi.org/project/tweepy
https://www.kaggle.com/datasets/kazanova
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4.3 Evaluation

In this section, we discuss the experimental evaluation and performance of the proposed work
with multiple deep-learning models. From the experiment, it has been shown that the proposed
XLNet-Bi-LSTM model achieved 94.2% prediction accuracy. In the very first experiment, the pre-
dicted outcome of the intended work is depicted in the Tweet as either an accident or not. We ran
an experiment on IDS1, IDS2, and IDS3 separately to gauge the effectiveness of our architecture.
Confusion matrices for each dataset are displayed in Fig. 5 and include True Positives, True Negatives,
False Positives, and False Negatives.

Figure 5: Confusion matrix pertaining the results on TDS1, TDS2 and TDS3

Table 7 shows the statistics of the accuracy, precision, recall and F-score of each dataset. From
it, it has been shown that the proposed model predicts the accident and non-accident gadgets more
bitterly.

For the test dataset, Fig. 6 shows the performance indicators of the proposed work with those of
the DNN [25], Gene Expression Programming (GEP) [26], and Random Effect Negative Binomial
(RENB) [27] models. The findings indicate that, when compared to the DNN, GEP, and RENB
models, the proposed model had the greatest accuracy rate. The suggested work outperforms the DNN
model, GEP, and RENB model, as shown in Fig. 6.
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Table 7: Performance evaluation of the proposed technique

Dataset Prediction cadre Accuracy Precision Recall F-score

TDS1 Accident 89.37 0.92 0.89 0.91
No-accident 89.37 0.86 0.89 0.88

TDS2 Accident 94.04 0.96 0.95 0.95
No-accident 94.04 0.91 0.93 0.92

TDS3 Accident 93.47 0.93 0.96 0.94
No-accident 93.47 0.95 0.91 0.93

A
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ur
ac

y 
%

Figure 6: Performance comparison of the proposed model with existing models

5 Conclusion

Traffic accident severity is a major global issue, particularly in developing countries. Understand-
ing the primary causes and mitigating factors may help to know the severity of traffic accidents. By
utilizing the datasets from various social media platforms like Twitter, blogs and Facebook, there
are numerous machine learning models and decision support systems to anticipate traffic accidents.
Although these methods are very popular, there are still data management and forecast accuracy
problems. To anticipate traffic collisions based on data gathered from social media, this paper
introduced the XLNet-Bi-LSTM sentiment analytic model, which is based on deep learning. A Tweet
dataset was initially created by employing a thorough keyword-based search method. The use of POS
tagging and association rule mining has yielded two distinct sorts of features in the next phase, referred
to as individual tokens and pair tokens. A three-layer deep learning model was used to finalize the
prediction with the output from this step. The effectiveness of the suggested XLNet-Bi-LSTM model
has been tested in several experiments. The proposed model has demonstrated a prediction accuracy of
94.2%. Future theoretical studies are encouraged to include more influencing factors and surveillance
it on different types of roads and regions.
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