
This work is licensed under a Creative Commons Attribution 4.0 International License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.

Computer Modeling in
Engineering & Sciences echT PressScience

DOI: 10.32604/cmes.2023.030649

REVIEW

Exploring the Latest Applications of OpenAI and ChatGPT: An In-Depth
Survey

Hong Zhang1,* and Haijian Shao2

1School of Electrical Information Engineering, Jiangsu University of Technology, Changzhou, 213001, China
2Department of Electrical and Computer Engineering, University of Nevada, Las Vegas, 89154, USA

*Corresponding Author: Hong Zhang. Email: hazh0216@jsut.edu.cn

Received: 18 April 2023 Accepted: 26 July 2023 Published: 15 December 2023

ABSTRACT

OpenAI and ChatGPT, as state-of-the-art language models driven by cutting-edge artificial intelligence technology,
have gained widespread adoption across diverse industries. In the realm of computer vision, these models have
been employed for intricate tasks including object recognition, image generation, and image processing, leveraging
their advanced capabilities to fuel transformative breakthroughs. Within the gaming industry, they have found
utility in crafting virtual characters and generating plots and dialogues, thereby enabling immersive and interactive
player experiences. Furthermore, these models have been harnessed in the realm of medical diagnosis, providing
invaluable insights and support to healthcare professionals in the realm of disease detection. The principal objective
of this paper is to offer a comprehensive overview of OpenAI, OpenAI Gym, ChatGPT, DALL E, stable diffusion,
the pre-trained clip model, and other pertinent models in various domains, encompassing CLIP Text-to-Image,
education, medical imaging, computer vision, social influence, natural language processing, software development,
coding assistance, and Chatbot, among others. Particular emphasis will be placed on comparative analysis and
examination of popular text-to-image and text-to-video models under diverse stimuli, shedding light on the
current research landscape, emerging trends, and existing challenges within the domains of OpenAI and ChatGPT.
Through a rigorous literature review, this paper aims to deliver a professional and insightful overview of the
advancements, potentials, and limitations of these pioneering language models.
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1 Introduction

OpenAI and ChatGPT possess tremendous potential to enhance the accuracy and speed of com-
putational applications, thereby enabling engineers to design more efficient and reliable systems. In the
domain of computational mechanics, for instance, these cutting-edge technologies can revolutionize
the simulations of dynamic system dynamics by improving their precision and speed. Furthermore,
in the realm of computational mathematics, these state-of-the-art innovations can expedite symbolic
computation tasks, such as solving algebraic equations and computing derivatives, with unparalleled
efficiency. In addition, OpenAI and ChatGPT can accelerate the development of highly effective
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optimization algorithms and improve the precision of optimization solutions, thereby enhancing
their efficacy. In the field of physics research, these technologies can effectively analyze massive
datasets generated by experiments and simulations, thereby revealing previously concealed patterns
and relationships. Moreover, OpenAI and ChatGPT can accurately predict the behavior of complex
fluid mechanics systems and the properties of substances at varying temperatures and pressures. In
addition, in the field of image and signal processing, these technologies can seamlessly process and
analyze data generated by physical experiments and simulations, facilitating the extraction of insightful
information. Through the utilization of OpenAI and ChatGPT’s capabilities, applications for machine
learning in mathematics, such as predictive analysis and analysis of large datasets, can be significantly
advanced.

ChatGPT is an advanced language model developed by OpenAI, utilizing the cutting-edge
Generative Pretrained Transformer (GPT) architecture. This model showcases exceptional natural lan-
guage processing capabilities, achieved through extensive pre-training based on the GPT framework.
ChatGPT excels in engaging in conversations with users, addressing inquiries, providing informative
responses, and executing user instructions, among other functionalities. The primary objective of this
paper is to offer a comprehensive introduction to several significant components, including OpenAI,
OpenAI Gym, ChatGPT, DALL E, stable diffusion, the pre-trained clip model, and other models
encompassing CLIP Text-to-Image, education, medical imaging, computer vision, social influence,
natural language processing, software development, coding assistance, and Chatbot domains, among
others. Notably, both OpenAI and ChatGPT, as natural language processing models, encounter
limitations in directly processing the original state of the environment within OpenAI Gym, such
as images or continuous action spaces. This limitation impedes their ability to effectively model and
control intricate environments and precludes direct interaction with said environments. Consequently,
an intermediary agent must facilitate communication with the environment, thereby increasing the
difficulty level of interaction and limiting their potential for industrial applications. Additionally,
the performance of reinforcement learning in complex environments is hampered by a lack of
comprehension of domain-specific techniques, including model predictive control and value function
estimation.

While OpenAI and ChatGPT excel in analyzing natural scenery to discern target meanings, their
capacity to analyze abstract semantics remains inadequate, particularly in incorporating regional
characteristics, human-specific terms, and remarkable illusions. Furthermore, OpenAI and ChatGPT
demonstrate a limited understanding of subject domain expertise, which may result in incorrect
or inaccurate responses. Moreover, adapting to students’ unique needs and learning styles poses a
significant challenge, as they lack personalized teaching support and long-term behavior analysis.
Similarly, their ability to interpret and analyze clinical data is limited, potentially leading to erro-
neous diagnosis outcomes. They struggle to effectively comprehend the distinctive circumstances
of each patient, consider pertinent medical history, symptoms, and related medical assistance, as
well as legal, ethical, and privacy considerations. OpenAI and ChatGPT face challenges related to
data deviation, sample imbalance, and training accuracy instability when encountering new data.
The interpretability of these models is also limited, hindering the understanding and explanation
of prediction and decision-making processes. Furthermore, their efficacy in adapting to complex
scenarios and diverse computer vision tasks is suboptimal, potentially resulting in security risks,
such as data leakage. This may lead to flawed semantic comprehension and generation, particularly
in the analysis of multi-environment, multi-language, multilingual, diverse text data, emotions, and
cultural factors. Insufficient considerations in these areas can introduce cultural biases and emotional
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inaccuracies. Moreover, the deployment of OpenAI and ChatGPT in engineering applications necessi-
tates substantial computing and storage resources, potentially encountering performance bottlenecks
in resource-constrained environments. Consequently, meeting the real-time requirements of certain
application scenarios becomes challenging. Furthermore, the analysis of complex business processes
and interaction logic remains inadequate, often requiring additional customization and adjustments
to fulfill the demands of practical applications.

The rest of this paper is organized as follows, perspective applications, text-to-image/video applica-
tions, education assistance applications, clinical diagnosis applications, machine learning applications,
natural language processing applications, and hybrid engineering applications, are introduced in
Sections 2–8, respectively.

2 Perspective Application Based on OpenAI Gym

OpenAI Gym developed by OpenAI, stands as an indispensable toolkit fostering the construction
and comparative assessment of reinforcement learning algorithms. Its purpose revolves around
furnishing a standardized repertoire of environments, which aids researchers and developers in the
meticulous scrutiny and evaluation of such algorithms. OpenAI, an autonomous research laboratory
and corporation, endeavors to propel the advancement of artificial intelligence for the collective
benefit of humanity. This pursuit necessitates employing a diverse array of tools and frameworks
within their research and engineering endeavors, with OpenAI Gym serving as a pivotal constituent
facilitating the realization of reinforcement learning algorithms. OpenAI Gym confers researchers
and developers with an encompassing environment amenable to a diverse array of reinforcement
learning tasks, encompassing domains such as gaming and control problems. These environments
furnish a unified interface, fostering the simplification and facilitation of algorithm implementation
and evaluation, thereby heightening reproducibility. Moreover, OpenAI Gym provides practical
functionalities, including visualization tools and benchmarks, engendering deeper comprehension and
amplification of algorithmic prowess. By virtue of its multifaceted utility, OpenAI Gym functions
as a comprehensive toolkit developed by OpenAI to foster the seamless creation and assessment of
reinforcement learning algorithms, thus constituting an indispensable component within the OpenAI
ecosystem dedicated to driving research and development in the realm of artificial intelligence.
Brockman et al. [1] described OpenAI Gym as an open-source Python toolkit designed to provide
a uniform API and a variety of environments for the development and evaluation of reinforcement
learning algorithms. The probability distribution of GPT 3 is given by Eq. (1).

P (y|x) =
n∏

i=1

P (yi|y<i, x) P (yi|y<i, x)

= softmax (f (x, y<i) Wi + bi) (1)

where x and y are the input and output sequence, respectively. f (x, y<i) is the input of the model, both
Wi and bi are the model’s parameters. Eq. (1) expresses the probability of generating the next output yi

given an input sequence x and a previously generated partial output sequence y<i. The corresponding
cost function is defined by Eq. (2)

J (θ) = −
∑

i=1,...,n

log P (yi|y<i, x) (2)

where θ is all the parameters of the model and n is the length of the output sequence. The cost
function represents the sum of the negative logarithmic probabilities of generating the correct word at
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all output positions, that is, minimizing the cost function is equivalent to maximizing the probability
of generating the correct output.

The OpenAI Gym is an exploratory device for reinforcement learning, encompassing a compre-
hensive set of standard benchmark challenges and a platform for users to publish their findings and
contrast algorithm efficiency. Brockman et al. [1] elucidated the OpenAI Gym software’s ingredients
and the choices taken throughout its design. Some applications based on OpenAI Gym are provided
in Table 1.

Table 1: The applications based on OpenAI Gym

Name Year Methods description Toolkit Application

Brockman et al. [1] 2016 OpenAI Gym software’s
components and the design
decisions made throughout
its development.

OpenAI Gym Software

Zamora et al. [2] 2016 OpenAI Gym for robotics
using the ROS and the
Gazebo simulator.

OpenAI Gym Robotics

Akhtar [3] 2017 The fundamentals of the
practical implementation.

OpenAI Gym Algorithm

Cullen et al. [4] 2018 Inference models of game
play psychiatric illnesses.

OpenAI Gym Psychiatric
illnesses

Kozlowski et al. [5] 2018 LCS-derived environments
and ACS2 connected to
OpenAI Gym.

OpenAI Gym Python library

Gawlowicz et al. [6] 2018 NS3-gym-based network
analysis and research.

NS3-Gym Networking

Gawlowicz et al. [7] 2019 The framework for RL
networking research for
ns3-gym.

NS3-Gym Networking

Vázquez et al. [8] 2019 OpenAI Gym environment
for demand response with
RL.

Citylearn v1. 0 Algorithm

Zielinski et al. [9] 2020 Systematic framework for
Gym wrapper and
optimization with RL.

OpenAI Gym Algorithm

D’Souza [10] 2021 Supply chain management
(SCM) prediction based on
RL.

OpenAI Gym Supply chain

Schuderer et al. [11] 2021 Workflow for multi-purpose
agent-based models and
derived single-purpose RL
environments.

OpenAI Gym Agent-based
modeling

(Continued)
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Table 1 (continued)

Name Year Methods description Toolkit Application

Nagy et al. [12] 2021 Photonic variational
quantum agents for classic
control.

OpenAI Gym Algorithm

Vidyadhar et al. [13] 2021 Network to evaluate agent
algorithm using RL.

Net-AI-Gym Networking

Gross et al. [14] 2022 COOL-MC combines
contemporary RL for
prediction.

OpenAI Gym Algorithm

Hsiao et al. [15] 2022 Quantum RL agent using a
single-qubit variational
quantum circuit.

OpenAI Gym Algorithm

Biswas [16] 2023 Climate projections by
analyzing climate scenarios

ChatGPT Climate
research

Zamora et al. [2] extend the OpenAI Gym for robotics by utilizing the Robot Operating System
(ROS) and the Gazebo simulator. The text examines the proposed software architecture and the
outcomes generated by two reinforcement learning techniques: Q-Learning and Sarsa. In conclusion,
they present a robot benchmarking system that enables the comparison of various methodologies
and algorithms in identical virtual environments. The purpose of Akhtar’s [3] book is to improve the
reader’s machine learning abilities by introducing reinforcement learning algorithms and techniques. It
also discusses the fundamentals of the practical implementation of case studies and current research
activities in order to aid researchers in their advancement with RL. OpenAI Gym’s simulation was
used by Cullen et al. [4] to show how active inference models of game play may be used to look at the
molecular and algorithmic characteristics of psychiatric illnesses. By contrasting the gaming behaviors
of younger (18 to 35 years old) and older (57 years or older) adult players, the first study investigates
how aging impacts cognition. The second reduces reward sensitivity to approximate anhedonia. This
advance sustainable how active deduction can be used to look at changes in neurobiology and beliefs
in psychiatric populations. The creation of intricate game environments by simulated people is aided
by active inference employing epistemic and value-based motives. Kozlowski et al. [5] talked about
how to connect ACS2 to OpenAI Gym, which is a common way to compare reinforcement learning
problems. The new Python library and LCS-derived environments are introduced. Common use
scenarios allow speedy evaluation of research challenges. In order for an RL control agent to learn
the appropriate policies, it must interact with its environment frequently. The ns3-gym was presented
by Gawlowicz et al. [7] as the first framework for RL networking research. It represents an NS3
simulation as an environment within the Gym framework and makes entity state and control settings
available for agent learning. A cognitive radio wireless node learns the channel access pattern of a
periodic interferer in order to avoid collisions. Industry 4.0 systems had to be optimized in order
to reduce costs, boost productivity, or ensure that actuators operated in tandem to complete or
accelerate product production. These obstacles make industrial settings optimal for the application
of all contemporary reinforcement learning (RL) techniques. The primary issue is a deficiency in
manufacturing environments. Zielinski et al. [9] created a tool for converting any systematic framework
represented as an FSM to the open-source Gym wrapper and optimizing any task using RL techniques.
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In the first tool evaluation, traditional and deep Q-learning approaches are evaluated in two basic
scenarios. Effective retail supply chain management (SCM) significantly relies on forecasting, which
optimizes performance and reduces costs. To accomplish this, merchants acquire and analyze data
using AI and machine learning (ML) models for cognitive demand forecasting, product end-of-life
forecasting, and demand-connected product flow. Early research centered on traditional techniques
to enhance network traffic and graphs, but recent disruptions have prompted a renewed emphasis on
constructing more resilient supply chains. Demand-supply coordination is the most difficult. SCM
is utilizing RL to improve prediction accuracy, address supply chain optimization problems, and
train systems to respond to unforeseen circumstances [10]. UPS and Amazon employ RL algorithms
to develop AI strategies and meet rising consumer delivery demands. The OpenAI Gym toolbox is
becoming the most popular method for developing RL algorithms for supply chain use cases due
to its potent event-driven simulation architecture. The developing history of the OpenAI is shown in
Fig. 1.

Figure 1: The developing history of the OpenAI

Researchers in reinforcement learning (RL) use simulations to train and evaluate RL algorithms
for self-adaptive agents. To increase code reuse in model and simulation-related code across all RL
investigations, however, methodological and tool support is required. The workflow and tool proposed
by Schuderer et al. [11] enable the decoupled development and maintenance of multi-purpose agent-
based models and derived single-purpose reinforcement learning (RL) environments, facilitating the
exchange of environments with different perspectives or reward models while maintaining a separate
domain model. Quantum reinforcement learning is a relatively new and expanding field, in contrast
to quantum neural networks for supervised learning, which are widely employed. Nagy et al. [12]
combined photonic variational quantum agents with proximal policy optimization to solve a classical
continuous control problem while investigating the effects of data re-uploading. Using Strawberry
Fields, a photonic simulator with a Fock backend, and a hybrid training framework that interfaces to
an OpenAI Gym environment and TensorFlow, the technique’s effectiveness was evaluated empirically.
Gross et al. [14] introduced COOL-MC, a tool that integrates reinforcement learning (RL) and
advanced prediction. The tool is specifically derived from Storm, a probabilistic model analyzer, and
OpenAI Gym. Hsiao et al. [15] demonstrated that quantum reinforcement learning (RL) obtains
faster convergence than classical RL, while requiring at least an order of magnitude fewer trainable
parameters for comparable performance. In RL benchmarking environments such as CartPole and
Acrobot, they observed that a quantum RL agent utilizing a single-qubit variational quantum circuit
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without entangling gates and a classical neural network post-processing measurement output outper-
formed conventional fully connected networks. Using IBM quantum processors, these experiments
were conducted. ChatGPT and other AI/NLP tools may facilitate a better understanding of climate
change and more precise climate projections. In climate research, ChatGPT is utilized to assist with
model parameterization, data analysis and interpretation, scenario creation, and model evaluation.
Biswas [16] questioned ChatGPT regarding climate change research. This technology enables scientists
and decision-makers to make more accurate climate projections by creating and analyzing climate
scenarios based on a variety of data inputs. OpenAI and ChatGPT, as natural language processing
models, are unable to directly process the original state of the environment in OpenAI Gym, such
as images or continuous action spaces, which limits their ability to model and control complex
environments and prevents them from interacting directly with the environment. Agent must serve as
an intermediary, which increases the difficulty of communication with the environment and limits its
industrial application potential. In addition, the performance of reinforcement learning in complex
environments is hindered by a lack of understanding of domain-specific techniques, such as model
predictive control and value function estimation.

3 Text-2-Image/Video Based on Diffusion/CLIP Models

Wang et al. [17] proposed a novel method for leveraging language-image priors from a pre-
trained CLIP model, known as the self-supervised CLIP-GEN approach. The CLIP (Contrastive
Language-Image Pre-Training) neural network is trained on diverse (image, text) pairs and is capable of
generating images from text. To train an autoregressive transformer, this method primarily necessitates
unlabeled images and extracts image embeddings in a joint language-vision space. Notably, the pro-
posed approach achieves performance levels that are comparable to those of supervised models, such as
CogView [18] and Dall-E [19], while outperforming optimization-based text-to-image techniques.The
applications based on diffusion/CLIP models is provided in Table 2.

Table 2: The applications based on diffusion/CLIP models

Name Year Methods description Methodology Application

Huang et al. [20] 2020 Real-time intermediate flow
estimation

CLIP model Text-to-image

Alec et al. [21] 2021 Connecting text and images CLIP model Text-to-image
Ding et al. [18] 2021 Mastering text-to-image

generation
CogView Text-to-image

Ramesh et al. [19] 2021 Zero-shot text-to-image
generation

Dall-E Text-to-image

Esser et al. [22] 2021 High-resolution image
synthesis

CLIP model Text-to-image

Wang et al. [23] 2021 Blind super-resolution Real-esrgan Text-to-image
Dayma et al. [24] 2021 DALL E mini Prompt

engineering
Text-to-image

Vidyadhar et al. [25] 2021 Net-AI-Gym Network
optimization

Text-to-image

Radford et al. [26] 2021 AI-generated art CLIP model Text-to-image

(Continued)
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Table 2 (continued)

Name Year Methods description Methodology Application

Wang et al. [17] 2022 Language-free training of a
text-to-image generator

CLIP model Text-to-image

Schaldenbrand et al. [27] 2022 Real-Time Text2Video via
CLIP-Guided

CLIP model Text-to-video

Karras et al. [28] 2022 Diffusion-based generative
models

Diffusion model Text-to-image

Borji [29] 2022 Quantitative comparison Stable diffusion,
DallE2,
midjourney

Text-to-image

Kapelyukh et al. [30] 2022 DALL-E-Bot Diffusion
models

Chat bot

Oppenlaender [31] 2022 Prompt engineering for
text-based generator

Prompt
engineering

Text-to-image

Rombach et al. [32] 2022 Prompt engineering for
text-based generator

Prompt
engineering

Text-to-image

Wang et al. [33] 2023 Prompt engineering for
text-video generator

Prompt
engineering

Text-to-video

Jabri et al. [34] 2023 Diffusion model for
text-video generator

Prompt
engineering

Text-to-video

Couairon et al. [35] 2023 Text-driven video generator Prompt
engineering

Text-to-video

Kolotouros et al. [36] 2023 Prompt for text-3D avatars
generator

Prompt
engineering

Text-to-video

Vidyadhar et al. [25] proposed an intelligent self-learning route selection method that can adapt to
the network’s requirements and conditions. Q-routing with Net-AI-Gym optimizes path exploration
to provide multi-QoS-aware services in networking applications. Using the CLIP image encoder,
Radford et al. [26] analyzed the image encoding in the combined language-vision embedding space.
The focus was on the broader implications of prompt engineering beyond text-to-image generation and
AI-generated art, with a particular emphasis on Human-AI Interaction (HAI) and future applications.
Schaldenbrand et al. [27] detailed a method for producing videos from descriptions written in natural
language that employs an iterative process to optimize the video frames in accordance with the CLIP
image-text encoder’s recommendations. In order to accomplish real-time processing, the presented
method computes the CLIP loss directly at the pixel level as opposed to using a computationally
expensive image generator model. This technique can produce films with a frame rate of 1–2 frames per
second, a resolution of up to 720p, and varying frame rates and aspect ratios. Karras et al. [28] proposed
a simplified design space for diffusion-based generative models, leading to significant improvements
in sampling efficiency and image quality. Their modifications achieve new state-of-the-art FID
scores, including faster sampling and enhancing the performance of pre-trained score networks,
demonstrating the versatility and effectiveness of their approach. Borji [29] measured the capacity of
three well-known systems, Stable Diffusion, Midjourney, and DALL-E 2, to generate photorealistic
faces in the real world. On the basis of the FID score, he determined that stable diffusion generates



CMES, 2024, vol.138, no.3 2069

faces that are superior to those produced by the other procedures. In addition, the GFW dataset of
15,076 created features from the real world was displayed. Kapelyukh et al. [30] published the first
investigation into robot web-scale diffusion models. DALL-E-Bot enables robots to rearrange objects
by presuming a detailed description of the scene’s objects, creating an image of a natural, human-
like arrangement, and then physically rearranging the objects. DALL-zero-shot is extraordinary, as
is E’s lack of training and data collection. Real-world human investigations yield encouraging results
for web-scale robot learning. They also provided instructions for the text-to-image community on
how to create robotic models. Oppenlaender [31] discussed the use of prompt modifiers in “prompt
engineering” and the possibility of Human-Computer Interaction (HCI) research. Latent diffusion
models (LDMs) were proposed by Rombach et al. [32] for denoising autoencoders and diffusion
models to achieve state-of-the-art synthesis results on images. Applying them in the latent space
of pretrained autoencoders allows for near-optimal complexity reduction and detail preservation,
significantly improving visual fidelity. Cross-attention layers further enhance LDMs, making them
powerful and flexible generators for various inputs and high-resolution synthesis while reducing
computational demands compared to pixel-based DMs.

The focus was on the broader implications of prompt engineering beyond text-to-image generation
and AI-generated art, with a particular emphasis on Human-AI Interaction (HAI) and receiving
special attention. Wang et al. [33] introduced VideoComposer, an innovative framework enabling users
to adeptly synthesize videos while considering textual, spatial, and paramountly temporal constraints.
Additionally, they devised a Spatio-Temporal Condition encoder (STC-encoder) to function as a
cohesive interface, proficiently assimilating the spatial and temporal interdependencies of sequential
inputs, thereby optimizing the utilization of temporal conditions within the model. Jabri et al. [34] con-
ducted a comprehensive examination of diffusion models in the context of enabling three-dimensional
(3D) scene representation learning models to achieve the rendering of novel views with exceptional
visual verisimilitude, all while preserving notable benefits such as object-level scene manipulation.
To accomplish this, the researchers devised DORSal, a system that harnesses a video diffusion
architecture specifically tailored for object-centric slot-based representations within the domain of 3D
scene synthesis. Couairon et al. [35] have devised an innovative approach for zero-shot text-based video
editing that ensures temporal and spatial coherence. This method facilitates efficient processing of an
entire movie in less than a minute, while maintaining semantic accuracy, image fidelity, and temporal
consistency. By employing a distinctive text prompt, the system generates multiple compatible mod-
ifications to the video, thereby enabling effective alterations aligned with the intended narrative and
visual aesthetics. DreamHuman, a groundbreaking creation by Kolotouros et al. [36], revolutionizes
the generation of lifelike, animated 3D human avatars through textual descriptions. While text-to-3D
generation techniques have made significant strides, certain limitations persist. However, the visual
fidelity achieved by DreamHuman surpasses that of conventional text-to-3D and text-based 3D avatar
generators. The resulting 3D models exhibit remarkable diversity in terms of appearances, clothing,
skin tones, and body shapes, ensuring a more nuanced and realistic representation. The applications
based on diffusion/CLIP models is provided in Table 2.

The processing diagram of the stable diffusion (CompVis, Stability AI and LAION) is provided in
Fig. 2. The performance comparison of (CLIP-guided and VQGAN CLIP generator text2video) based
on the same prompt has been provided in Fig. 3. The generated images based on the DALL E Mini and
diffusion-based generative models are shown in Figs. 4–6, respectively. The generated images under
different prompts by the DALL E Mini is visualized in Fig. 6. The generated images (abstract scenes)
by the DALL E Mini and diffusion-based generative models are shown in Figs. 7–11, respectively.
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Stable Diffusion by CompVis, 
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Figure 2: The processing diagram of the stable diffusion

Both OpenAI and ChatGPT are excellent at analyzing the ability to determine the target meaning
of natural scenery; however, their capacity to scrutinize abstract semantics is somewhat inadequate,
particularly with regards to encapsulating regional idiosyncrasies and human-specific terminologies,
most notably the extraordinary audacious illusions.

Figure 3: (Continued)
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Figure 3: The performance comparison of (CLIP-guided and VQGAN CLIP generator text2video)
based on the same prompt: (a) Generated by CLIP-Guided text2video [17]; (b) Generated by VQGAN
CLIP GENERATOR text2video [17,19]

Figure 4: (Continued)
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Figure 4: The generated images by the DALL E Mini. (a–d): Majestic mountains; (e–h): Flower cake;
(i–l): City at night Generated by DALL E Mini [19]

Figure 5: The generated images by the diffusion-based generative models. (a–d): Majestic mountains;
(e–h): Flower cake; (i–l): City at night. Generated by diffusion-based generative models [28]
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Figure 6: The generated images under different prompts by the DALL E Mini. (a and b): Vincent
van Gogh; (c): Robot on the moon; (d): Starry sky at night; (e): Burning straw; (f): Flying fish; (g):
Bear playing basketball; (h): Bread robot; (i–l): China’s Jiangnan water town; Generated by DALL E
Mini [19]

Figure 7: (Continued)
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Figure 7: The generated images under different prompts by the diffusion-based generative models.
(a and b): Vincent van Gogh; (c): Robot on the moon; (d): Starry sky at night; (e): Burning straw;
(f): Flying fish; (g): Bear playing basketball; (h): Bread robot; (i–l): China’s Jiangnan water town;
Generated by diffusion-based generative models [28]

Figure 8: The generated images by the DALL E Mini and diffusion-based generative models. (a)
Prompt: Astronaut walking on the moon. Generated by DALL E Mini [19]. (b) Prompt: Astronaut
walking on the moon. Generated by diffusion-based generative models [28]



CMES, 2024, vol.138, no.3 2075

Figure 9: The generated images related to abstract scenes by the DALL E Mini and diffusion-based
generative models. (a) Prompt: Butterfly dancing in the moon. Generated by DALL E Mini [19]. (b)
Prompt: Butterfly dancing in the moon. Generated by diffusion-based generative models [28]

Figure 10: The generated images related to oil painting style by the DALL E Mini and diffusion-based
generative models. (a) Prompt: Sunflowers, oil painting style. Generated by DALL E Mini [19]; (b)
Prompt: Sunflowers, oil painting style. Generated by diffusion-based generative models [28]
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Figure 11: The generated images comparison of the DALL E Mini and diffusion-based generative
models. (a) Prompt: Bubbles in water. Generated by DALL E Mini [19]. (b) Prompt: Bubbles in water.
Generated by diffusion-based generative models [28]

4 Education Assistance Based on ChatGPT

ChatGPT and OpenAI can offer learners assistance in the form of query responses, explanations
of subject knowledge, and resource recommendations. They can also be used for language acquisition,
providing real-time grammatical correction and vocabulary expansion. In addition, they can facilitate
the creation of instructional materials, the production of practice questions, and the evaluation of
student work in order to improve the efficacy of instruction. ChatGPT functions as an intelligent
learning assistant for educational assistance, facilitating learning and teaching for students and
instructors. The probability distribution of Large Language Model (LLM) is given by Eq. (3),

P (wt|w1: t−1) = exp (f (w, st))∑
w∈V exp (f (w, st))

(3)

where wt represents the t-th word, w1: t−1 represents the t-1-th word, st is the context vector, f (wt, st) is
the score of the wt. V is the vocabulary,

∑
w∈V exp (f (w, st)) is the sum of the scores of all words for

normalization. The corresponding cost function is provided as Eq. (4),

J (θ) = − 1
N

∑
i=1,...,N

log P (wi|w1: i−1; θ) (4)

where θ and N indicate the model parameters and the total number of words in the corpus, respectively.
wt represents the t-th word, w1: t−1 represents the t-1-th word. The application of the education
assistance based on ChatGPT is provided in Table 3.
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Table 3: The application of the education assistance based on ChatGPT

Name Year Methods description Comparative Application

Tack et al. [37] 2022 ChatGPT for engineering
education

ChatGPT Engineering
education

Susnjak [38] 2022 ChatGPT for online exam
integrity

ChatGPT Online
education

Qadir [39] 2022 Promise, pitfalls of
generative AI for education

ChatGPT Engineering
education

Brennan et al. [40] 2023 Implications of OpenAI
Codex on education

OpenAI Codex Industry 4.0

Mhlanga [41] 2023 Responsible and ethical use
of ChatGPT

ChatGPT Lifelong
learning
assistance

King [42] 2023 Artificial intelligence,
chatbots, and plagiarism in
higher education

ChatGPT Academic
norm
monitoring

Rudolph et al. [43] 2023 ChatGPT for evaluation of
the higher education

ChatGPT Academic
norm
monitoring

Baidoo-Anu et al. [44] 2023 Education in the era of
generative artificial
intelligence

ChatGPT Education

Gilson et al. [45] 2023 ChatGPT for medical
licensing examination

ChatGPT Medical
licensing
examination

Cotton et al. [46] 2023 Analysis of the academic
integrity

ChatGPT Academic
norm
monitoring

Arif et al. [47] 2023 ChatGPT for medical
education

ChatGPT Medical
education

Kasneci et al. [48] 2023 ChatGPT for LLM in
education

ChatGPT NLP and
education

Mbakwe et al. [49] 2023 Discussion on the flaws of
medical education

ChatGPT Medical
education

Jalil et al. [50] 2023 Software testing education ChatGPT Software
engineering

Zhou et al. [51] 2023 Potential, prospects, and
limitations

ChatGPT Performance
analysis
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Engineering education is constantly evolving to keep up with new technologies and satisfy the
industry’s shifting demands. The application of generative artificial intelligence technologies, such as
the ChatGPT conversational agent, could revolutionize the field by making learning more efficient
and individualized through feedback, virtual simulations, and hands-on learning. Nonetheless, it is
essential to recognize the limitations of this technology, such as its potential to perpetuate biases and
generate deceptive information [39]. There are also ethical issues to consider, such as students using it
dishonestly or individuals losing their employment due to technological advancements. Even though
the current state of generative AI technology is remarkable, engineering instructors must consider
what this entails and adapt their teaching practices to maximize the tools’ benefits while minimizing
their drawbacks. Brennan et al. [40] conducted a study to determine the effect of OpenAI’s Codex
code completion model on teaching and learning in undergraduate engineering programs focusing
on industry 4.0. Their evaluation centered on Codex’s ability to generate code in Python’s primary
programming paradigms and solve a standard automation and controls programming assignment. The
results demonstrated that while Codex can assist with basic code completions, it is not a replacement
for a solid understanding of software development principles based on Industry 4.0 standards. The
impact of technology and globalization on society, the economy, and the environment has been
substantial. Recent AI advancements, such as OpenAI’s ChatGPT, may alter how we teach and learn.
However, it is essential that ChatGPT be used responsibly and ethically in education [41]. This requires
confidentiality, impartiality, and transparency, among other essential qualities. This essay examines the
effects of using ChatGPT in education and demonstrates the importance of taking ethical measures
to ensure accountability and adherence to ethical standards in global education. Cotton et al. [46]
examined the advantages and disadvantages of the ChatGPT in higher education. In addition, they
analyzed the challenges of detecting and preventing academic dishonesty and provided guidance on
how institutions can ethically implement these technologies. These strategies include the creation
of policies and procedures, the education and assistance of staff members, and the detection and
prevention of deception. ChatGPT can provide correct or partially correct answers in 55.6% of cases
and correct or partially correct interpretations of answers in 53.0% of cases, according to the findings of
Jalil et al. [50]. Using their findings, they assessed the potential benefits and drawbacks of ChatGPT
use by students and instructors. In conclusion, it is important to note that OpenAI and ChatGPT
have limitations in their understanding of subject domain expertise, which could lead to erroneous
or imprecise responses. Additionally, these language models face significant difficulties in adapting
to individual students’ unique needs and learning preferences, and they lack personalized teaching
support and long-term behavioral analysis capabilities.

5 Clinical Diagnosis and Medical Education Based on ChatGPT

Using OpenAI and ChatGPT, researchers can analyze large experimental datasets to identify
patterns and relationships that may not be immediately apparent. These technologies can be used
to create clinical diagnostic prediction models that aid in the identification of potential therapeutic
targets for a variety of diseases. OpenAI and ChatGPT can accelerate the drug development process by
predicting the attributes of potential drug candidates. By analyzing enormous databases of compounds
and making predictions about their properties based on their structure and composition, these
technologies can be used to rapidly identify viable therapeutic candidates. As shown in Fig. 12 for
possible ChatGPT applications, OpenAI and ChatGPT can also be utilized for medical education.
The application of clinical diagnosis and medical education based on ChatGPT is provided in Table 4.
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Figure 12: Potential ChatGPT applications

Table 4: The application of clinical diagnosis and medical education based on ChatGPT

Name Year Methods description Comparative Application

Kung et al. [52] 2023 Performance of ChatGPT on
USMLE

ChatGPT Medical
education

Liebrenz et al. [53] 2023 Generating scholarly content ChatGPT Medical
publishing

Biswas [54] 2023 ChatGPT for medical writing ChatGPT Medical
writing

Kitamura [55] 2023 ChatGPT for medical writing ChatGPT Medical
writing

Koo [56] 2023 ChatGPT for medical writing ChatGPT Medical
writing

Mijwil et al. [57] 2023 Cybersecurity for medical
information

ChatGPT Medical
information

Ufuk [58] 2023 ChatGPT for clinical settings
and medical journalism

ChatGPT Clinical
diagnosis

(Continued)
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Table 4 (continued)

Name Year Methods description Comparative Application

Khan et al. [59] 2023 ChatGPT for reshaping
medical education

ChatGPT Medical
education

Wang et al. [60] 2023 Robustness analysis of
ChatGPT

ChatGPT Out-of-
distribution
(OOD)
evaluation

Patel et al. [61] 2023 Ethical discussion of
ChatGPT

ChatGPT Ethical
discussion

Aljanabi [62] 2023 Future directions discussion
of ChatGPT

ChatGPT Future
directions
discussion

Howard et al. [63] 2023 ChatGPT for antimicrobial
advice

ChatGPT Medical
diagnosis aid

Benoit [64] 2023 ChatGPT for clinical
diagnosis and evaluation

ChatGPT Clinical
diagnosis and
evaluation

Biswas [65] 2023 ChatGPT for public health ChatGPT Public health
King [66] 2023 Future discussion of AI in

medicine
ChatGPT Chatbot

Patel et al. [67] 2023 ChatGPT for discharge
summaries

ChatGPT Public health

Rao et al. [68] 2023 ChatGPT for radiologic
decision-making

ChatGPT Clinical
diagnosis

Kung et al. [52] assessed ChatGPT, a large language model, on USMLE Step 1, Step 2CK, and
Step 3. ChatGPT passed all three exams untrained. ChatGPT was well-explained. These findings sug-
gest huge language models may improve medical instruction and clinical decision-making. ChatGPT
scored 60%. ChatGPT accomplished this feat without human educators. The clarity of ChatGPT’s
rationale and clinical insights boosted confidence and comprehension. When Liebrenz et al. [53]
examined academic papers about ethical issues in medical publishing with ChatGPT, they discovered
that it frequently provided answers without requiring the user to take any action. ChatGPT has thus
been used to compose college papers and provide references when requested. Based on a prompt or
context, Mijwil et al. [57] discovered that the ChatGPT can generate prose that sounds like it was
written by a person. Additionally, it may be modified to generate summaries of articles or product
descriptions. It is capable of producing poetry and brief stories. Wang et al. [60] carefully looked at
ChatGPT’s ability to withstand attacks from adversarial and out-of-distribution (OOD) points of view.
For OOD evaluation, the Flipkart review and DDXPlus medical diagnosis datasets were used. The
AdvGLUE (Adversarial GLUE) and ANLI (Adversarial Natural Language Inference) benchmarks
were used to measure how strong an adversary is. The study shows that ChatGPT often does better
than other well-known foundation models in most adversarial and OOD classification and translation
tasks. Lastly, they said that adversarial and OOD robustness are still big problems for foundation
models.
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Benoit [64] found that ChatGPT can use symptom lists to build vignettes reliably by adding
one relevant symptom from outside the list for each condition. In 87.5% of pediatric scenarios with
little health literacy, more complicated symptoms were not seen. It was classified as having excellent
health literacy in 80% of the vignettes (91.7%). 90% of the problems persisted after rewriting the
vignettes between viewings. With first-pass diagnostic accuracy of 75.6% (95% CI, 62.6% to 88.5%)
and triage accuracy of 57.8% (95%, 42.9% to 72.7%), ChatGPT identified diseases in 45 vignettes.
King [66] were intrigued by the recently released ChatGPT-based natural language chatbot platform
for research testing. Examining ChatGPT and encouraging it to produce ingenious, amusing, and
helpful comments. Rao et al. [68] evaluated the ChatGPT’s capability for clinical decision support in
radiology by identifying the correct imaging modalities for two significant clinical manifestations,
cancer screening and breast pain. Based on a patient’s genetic and medical information, OpenAI
and ChatGPT can be used to devise individualized treatment regimens. These technologies can be
used to develop predictive models that assist physicians in determining the best treatment options for
particular patients.

OpenAI and ChatGPT possess inherent limitations in their capacity to interpret and analyze
clinical data, thereby potentially yielding erroneous diagnostic outcomes. These models are unable
to comprehensively grasp the distinct intricacies of individual patients, rendering them ineffective in
incorporating essential factors such as medical history, symptoms, and relevant medical interventions.
Furthermore, they fail to account for crucial aspects encompassing legal, ethical, and privacy
considerations.

6 Machine Learning Based on ChatGPT

OpenAI and ChatGPT can be used in computer vision and machine learning applications includ-
ing image recognition, object detection, and facial recognition. Engineers can use these technologies
to develop intelligent surveillance systems, autonomous vehicles, and robotics. They can be utilized in
data analytics applications such as data mining, predictive analytics, and machine learning. Engineers
can utilize these technologies to analyze large datasets and develop predictive models to improve
product design, manufacturing processes, and quality control. A common approach to unsupervised
text (x1, x2, . . . , xm) is to use a language model to maximize the maximum likelihood of the language
model. The language model of the decoder of the multi-layer transformer L1 (X) is given by Eq. (5),

L1 (X) =
∑

i

logP (xi | xi−k, . . . , xi−1 : θ) (5)

The language model of the decoder of the multi-layer Transformer is used in the article. This multi-
layer structure applies multi-headed self-attention to the feed-forward network that processes the input
text plus location information, and the output is the concept distribution of words. In fine-tuning stage,
the parameters of the model in the previous stage should be adjusted according to the supervision task.
Suppose there is a labeled data set C, the structure inside is (x1, x2, . . . , xm, y). (x1, x2, . . . , xm) is treated
the input, and the pre-trained model obtains the output vector hm

l , and then goes through the linear
layer and softmax to predict the label decided by Eq. (6),

P (y | x1, x2, . . . , xm) = softmax
(
hm

l wy

)
(6)

L3C = L2C + λL1C

L2C = ∑
x,y logP (y | x1, . . . , xm)

(7)
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The final cost function is calculated by Eq. (7), because the language model is added to assist fine-
tuning, the results of the supervised model are improved. The application of machine learning based
on ChatGPT is given in Table 5.

Table 5: The application of machine learning based on ChatGPT

Name Year Methods description Comparative Application

Dankwa et al. [69] 2019 Deep reinforcement learning
for intelligent agent

TD3 Algorithm
design

Nagpal et al. [70] 2020 Robotic grasping research OpenAI’s Gym Computer
vision

Bai et al. [71] 2021 Open AI for COVID-19
diagnosis

Open AI Diagnosis
assistance

Esser et al. [72] 2021 Taming transformers for
high-resolution image
synthesis

VQGAN Text-to-image

Srichandan et al. [73] 2021 OpenAI for self-balancing
robot

OpenAI Robot

Ge et al. [74] 2022 Language-driven context
image synthesis

DallE Object
detection

Wu et al. [75] 2023 Visual foundation models ChatGPT Computer
vision

Kashyap et al. [76] 2023 AI for road-map ChatGPT Objectives
classification

Walther et al. [77] 2023 Discussion of gendered
nature of AI.

ChatGPT Perspective
analysis

Lund et al. [78] 2023 AI and GPT for academia
and library

ChatGPT Social science

Thorp [79] 2023 ChatGPT for academic
ethics

ChatGPT Academic
ethics

Van Dis et al. [80] 2023 Priorities for research ChatGPT Social science
Shen et al. [81] 2023 ChatGPT for LLM ChatGPT LLM
Dowling et al. [82] 2023 ChatGPT for (finance)

research
ChatGPT Finance

research
McGee et al. [83] 2023 Discussion of conservative

ethics
ChatGPT Conservative

ethics
Zhong et al. [84] 2023 Research for ChatGPT and

fine-tuned bert
ChatGPT Literature

review
Borji [85] 2023 Performance discussion of

ChatGPT
ChatGPT Performance

analysis
Choi et al. [86] 2023 ChatGPT for law school ChatGPT Law education
Lecler et al. [87] 2023 Revolutionizing radiology ChatGPT Medical

radiology

(Continued)



CMES, 2024, vol.138, no.3 2083

Table 5 (continued)

Name Year Methods description Comparative Application

Helberger et al. [88] 2023 ChatGPT and AI Act ChatGPT Literature
review

Ali et al. [89] 2023 Chatbots and ChatGPT
Ethical

ChatGPT Social science

Vaishya et al. [90] 2023 Healthcare research ChatGPT Clinical
research

Zhang, et al. [91] 2023 Automatic machine learning
with GPT

AutoML-GPT Machine
learning

Dankwa et al. [69] applied the concept of the twin-delayed DDPG (TD3) to eliminate overesti-
mation bias in deep q-learning with discrete actions that are ineffectual in an actor-critical domain
environment. Following 500,000 cycles of training, the agent acquired a maximum average reward
across a time step of about 1891. The Twin-Delayed Deep Deterministic Policy Gradient (TD3) has
significantly enhanced the DDPG’s learning rate and effectiveness in a tough continuous control
test. Robotic grasping research has important implications for industries that use robots to speed
up processes, like manufacturing and healthcare. Reinforcement learning, which is the study of how
agents use incentives to learn how to act, is an effective method for helping robots grasp objects.
Nagpal et al. [70] used OpenAI’s Gym’s Pick to test this hypothesis and put environment to engineer
rewards and found that Hindsight Experience Replay (HER) is a promising approach for solving
sparse reward problems. By tailoring the agent to learn specific rules in a desirable way through
reward engineering, it is possible to significantly reduce the learning time, even if it is not the most
optimal solution. The VQGAN model can be trained using the available unlabeled image dataset.
In [72], the image was displayed as a collection of discrete tokens in the VQGAN codebook space.
Srichandan et al. [73] dealt with a clever way to send the angular output from an IMU to a Kalman
filter and then send it to the Q-learning input for balancing control on a robot that uses OpenAI.
Before the data from the IMU was sent to Q-learning, it was filtered with and without the Kalman
filter. This was done to show how well the robot could perform based on how well it could learn and
adapt. Ge et al.’s innovative approach [74] used text-to-image synthesis frameworks to automatically
generate training data with appropriate labels at scale (e.g., DALL-E, stable diffusion, etc.). The
suggested technique divides the training data into the construction of the background (context) and
foreground object masks. A straightforward textual template with the object class name was used by
DALL-E to generate a variety of foreground images. The advantages were demonstrated using four
object detection datasets, including Pascal, VOC, and COCO. Wu et al. [75] made Visual ChatGPT,
which uses Visual Foundation Models and lets users connect with ChatGPT by sending and receiving
languages, images, and complex visual questions or editing instructions that require the cooperation of
several AI models with multiple phases. Suggestions and requests for amended results were considered.
The objectives of the topic classification codes and titles proposed by Kashyap et al. [76] in several
domains as artificial as ChatGPT were the development of “The Universal Identity” and the adoption
of the inclusivity concept. They mathematically proved that starting the process implies unending
progress in the search for AI and everything else. Walther et al. [77] discussed the potential negative
effects of ChatGPT on how people perceive and interpret men and masculinities and also stressed
the significance of understanding whether and how biased ChatGPT is. Also, they offered ChatGPT
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interactions in an attempt to clarify the caliber and potential biases of the responses from ChatGPT
so that one could critically evaluate the output and make inferences for future actions. Lund et al. [78]
offered a summary of ChatGPT, a public tool built by OpenAI, and its underlying technology, the
generatively trained transformer, as well as their respective important concepts. The language model
for ChatGPT was trained using a method called Reinforcement Learning from Human Feedback,
making it extremely conversational.

Thorp [79] found that, despite what the website says, “ChatGPT sometimes writes plausible-
sounding but wrong or nonsensical answers,” and he gave examples of some of the obvious mistakes
it can make, like citing a scientific paper that does not exist. It is the most recent model of its kind
to be released by OpenAI, an AI business based in San Francisco, California, and other companies.
van Dis et al. [80] found that ChatGPT has caused both interest and disagreement because it is
one of the first models that can successfully talk to its users in English, other languages, and on a
variety of topics. It is free, user-friendly, and continually learning. The novel approach presented by
Zhang et al. [91] known as AutoML-GPT leverages the GPT model to act as a conduit for diverse
AI models, allowing for dynamic training with optimized hyperparameters. AutoML-GPT employs
an advanced mechanism that extracts user requests from both the model and data cards, generating
prompt paragraphs accordingly. This autonomous system seamlessly conducts experiments ranging
from data processing to model architecture, hyperparameter tuning, and predicting training logs using
the aforementioned query. Remarkably, AutoML-GPT exhibits versatility in handling a variety of
complex AI tasks across disparate datasets and domains, including but not limited to computer vision,
natural language processing, and other challenging fields. The efficacy of our method is attested to by
extensive experiments and ablation studies that demonstrate its generalizability, efficiency, and distinct
advantage for a diverse array of AI tasks. The architecture of the AutoML-GPT is shown in Fig. 13.

Figure 13: The architecture of the AutoML-GPT [91]

Based on reviews of generated output from finance journal reviewers, the research of Dowling et al.
[82] showed that the recently launched AI chatbot ChatGPT can considerably improve finance
research. These results ought to hold true for all academic fields. Benefits include data identification
and idea formulation. They came to a conclusion by talking about this new technology’s ethical
ramifications. Borji [85] analyzed the ChatGPT’s failures, such as reasoning, factual errors, math,
coding, and bias are among the eleven failure characteristics. ChatGPT’s hazards, limits, and social
effects were also discussed.

The data deviation and sample imbalance of OpenAI and ChatGPT tend to cause their training
accuracy to be unstable on new data, and the interpretability and interpretability of the model are
limited. It is difficult to understand and explain the model’s prediction and decision-making processes,
and its inability to effectively adapt to complex scenarios and diverse computer vision tasks can lead
to security risks such as data leakage.
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7 Natural Language Processing Based on OpenAI and ChatGPT

OpenAI and ChatGPT are used extensively in Natural Language Processing (NLP) applications
in engineering, such as language translation, summarization, and sentiment analysis. Engineers can
leverage these technologies to develop more sophisticated chatbots, virtual assistants, and other AI-
powered applications. The transformer attention is expressed as Eq. (8),

Attention (Q, K, V) = softmax
[

QKT
(√

dk

)−1
]

V (8)

where Q, K and V are the query, key and value matrices of the input sequence, respectively. dk is the
vector dimension in the matrix K. This formula means to calculate the weight of each position to all
positions by calculating the similarity between the query and the key, and then use these weights to
weight and sum the value matrix to obtain the self-attention representation. The corresponding cost
function is expressed as Eq. (9),

J (θ) = − 1
N

∑
i=1,..,N,j=1,...,li

log P
(
yij|yi,<j, xi

)
(9)

where θ is all the parameters of the model, n is the number of training samples, li is the output sequence
length of the i-th sample, yij is the j-th output token of the i-th sample, and yi,<j is the sequence of the
first j-1-th tokens. The cost function represents the sum of the negative logarithmic probabilities of
generating the correct word on all training samples and output positions, that is, minimizing the cost
function is equivalent to maximizing the probability of generating the correct output. The application
of Natural Language Processing based on OpenAI and ChatGPT is given in Table 6.

Table 6: The application of natural language processing based on OpenAI and ChatGPT

Name Year Methods description Comparative Application

Vig [92] 2019 Discussion of BERT and
OpenAI GPT-2’s application

BERT, OpenAI
GPT-2

NLP

Kalyan et al. [93] 2021 Survey for
transformer-based
pretrained models

Transformer-
based
T-PTLMs

NLP

Abnar et al. [94] 2021 Exploring the limits of large
scale pre-training

Pre-training
model

NLP

Tobias [95] 2022 Non-human words based on
GPT-3 as philosophical
laboratory

GPT-3 NLP

Leivada et al. [96] 2022 Syntactic processes for
DALL-E 2

DALL-E 2 NLP

Zhou et al. [97] 2022 Human-level prompt
engineers

LLM NLP

White et al. [98] 2023 Prompt engineering with
ChatGPT

ChatGPT NLP

Wang et al. [99] 2023 Large-scale multi-modal
pre-trained models

Survey NLP

(Continued)
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Table 6 (continued)

Name Year Methods description Comparative Application

Qin et al. [100] 2023 General-purpose natural
language processing

ChatGPT NLP

Yang et al. [101] 2023 Performance evaluation of
ChatGPT

ChatGPT NLP

Shahriar et al. [102] 2023 Technology, applications,
and limitations

ChatGPT NLP

Floridi [103] 2023 LLM ChatGPT NLP
Kocon et al. [104] 2023 NLP tasks analysis ChatGPT NLP
Huang et al. [105] 2023 Explaining implicit hate

speech
ChatGPT NLP

Alkaissi er al [106] 2023 Implications in scientific
writing

ChatGPT NLP

Eysenbach et al. [107] 2023 Generative language models ChatGPT NLP
Zhuo et al. [108] 2023 AI ethics of ChatGPT ChatGPT AI ethics
Wang et al. [109] 2023 ChatGPT for ancient

Chinese philosopher
ChatGPT NLP

Maurer et al. [110] 2023 AI chatbot geotechnical
engineer

ChatGPT NLP

Yeo-Teh et al. [111] 2023 Academic ethics discussion ChatGPT NLP
Alberts et al. [112] 2023 LLM and ChatGPT for

nuclear medicine
ChatGPT NLP

Jiao et al. [113] 2023 Language translation ChatGPT NLP
Bang et al. [114] 2023 Multitask, multilingual,

multimodal evaluation
ChatGPT NLP

Newitz [115] 2023 Chatbotpocalypse, Chatbot OpenAI NLP
Denny et al. [116] 2023 Prompt engineering GitHub Copilot NLP
Ram et al. [117] 2023 AI-based chatbot research ChatGPT,

Google AI
Bard, Baidu AI

NLP

Yu et al. [118] 2023 LLM for robotic skill
synthesis

GPT-4 NLP

Chen et al. [119] 2023 LLM Rescoring on
automated speech
recognition (ASR)

LLM NLP

Yu et al. [120] 2023 Knowledge-oriented LLM
assessment benchmark
(KoLA)

LLM NLP

Lyu et al. [121] 2023 Macaw-LLM for image,
audio, video, and text
integration

GPT-3.5 NLP

(Continued)
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Table 6 (continued)

Name Year Methods description Comparative Application

Gao et al. [122] 2023 AssistGPT for reasoning
paths and intermediate
results

AssistGPT NLP

Hu et al. [123] 2023 AVIS for large language
model (LLM)

GPT NLP

Gu et al. [124] 2023 MiniLLM for knowledge
distillation

GPT-2 NLP

Liu et al. [125] 2023 ChatGPT for code
generation

ChatGPT Code
Generation

GPT-3 made headlines in the mainstream media and got a lot more attention than we would
usually expect from an NLP technology improvement. Tobias [95] looked into how OpenAI’s GPT-3
changed how people now see humans (as the only animals who can think and talk) and machines (as
things that can not think or talk). Additionally, the discussion of the GPT-3 and other transformer-
based language models result based on the structuralist definition of language, has a much broader
knowledge of humans and machines than the categories researchers have already known in the
past. Classical program synthesis and human-prompt engineering for the generation and selection
of instruction were the driving forces behind APE, according to Zhou et al. [97]. Searching for
instruction candidates to maximize a scoring function optimizes the “program”. The suggested
approach’s automatically generated instructions outperform human annotators on 19 of 24 NLP tasks.
The network architecture of transformer is shown in Fig. 14.

Lao Tzu or Laozi, a well-known ancient Chinese philosopher, began his classic Tao Teh Ching or
Dao De Jing with six Chinese characters: “Dao ke dao, fei chang dao,” which has been traditionally
translated as “The Dao that can be spoken is not the eternal Dao.” Wang et al. [109] investigated
this claim by using the ChatGPT. ChatGPT and other advanced language models could change
geotechnical engineering by automating data processing, making more information available, improv-
ing communication, and making the work go more quickly [110]. GitHub Copilot is a plug-in for
Visual Studio Code that uses AI to generate code based on natural language problem descriptions.
Since June 2022, concerns have been raised about its impact on beginner programming classes, as it
performs well on standard CS1 challenges. To address these concerns, Denny et al. [116] tested Copilot
on 166 publicly available programming challenges and found that it solved half of the problems on
the first try and 60% with only minor natural language alterations to the problem description. The
authors suggest that prompt engineering, which involves interacting with Copilot when it fails, can
be a useful learning activity that fosters computational thinking and improves code writing skills.
The proposed software tool EvalPlus, as presented by Liu et al. [125], leverages an automated input
generation procedure that utilizes both LLM-based and mutation-based input generators to produce
a vast number of new test inputs with the aim of validating synthesized code. Building upon a popular
benchmark, HUMANEVAL+, their work introduces an extension of this benchmark comprising 81
new exams. The exhaustive evaluation of 14 prominent LLMs reveals that HUMANEVAL+ possesses
the capability to effectively identify substantial amounts of erroneous code generated by LLMs. The
results obtained with EvalPlus demonstrate that conventional approaches to code synthesis evaluation
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inadequately capture the performance of LLMs’ code synthesis, and highlight a novel means of
enhancing programming benchmarks through automated test input generation. The overview of
EvaPlus is showon in Fig. 15.

Figure 14: The network architecture of transformer [92]. (a) The attention-head view visualizes
attention, Model_type = ‘roberta’, (b) The attention-head view visualizes attention, Model_type =
‘berta’. Prompt_a: The quick brown fox jumps over the lazy dog. Prompt_b: The swift fox leaps over
the sluggish dog

Figure 15: The overview of EvaPlus [125]

ChatGPT demonstrates a constrained comprehension of intricate semantic understanding and
contextual nuances, potentially resulting in flawed interpretation and generation of meaning. This
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limitation is especially pronounced in their analysis capabilities across diverse textual datasets encom-
passing multiple environments, languages, and cultures. Their inadequate consideration of factors such
as emotion and cultural nuances may lead to the propagation of cultural bias and erroneous emotional
responses.

8 Hybrid Engineering Application Based on OpenAI and ChatGPT

In May of 2020, OpenAI introduced GPT-3, also known as Generative Pre-trained Transformer
3, a modern artificial intelligence system based on deep learning. This system is designed to generate
writing that resembles that of a human in response to user input. Users of the GPT-3 interface
input text, and the system generates short stories, novels, reports, academic articles, computer code,
mathematical computations, and more. The system is highly adaptable and can generate outputs in a
variety of styles that mimic the style of the text input. GPT-3 can also comprehend the text’s content
and respond appropriately to queries. It can translate text precisely from one language to another
and condense lengthy chapters. The performance of GPT-3 is attributed to its deep neural network-
based underlying architecture, which consists of numerous interconnected layers of processing units.
The system has been pre-trained on a vast corpus of text data, allowing it to learn linguistic patterns
and structures and produce text that is almost identical to human writing. GPT-3 offers enormous
potential in a number of areas, including chatbots, virtual assistants, automated content generation,
and language translation. It is a huge development in natural language processing overall. The
application of hybrid engineering applications based on OpenAI and ChatGPT is shown in Table 7.

Table 7: The application of hybrid engineering applications based on OpenAI and ChatGPT

Name Year Methods description Comparative Application

Learning [126] 2016 OpenAI for driving game OpenAI Game
Radford et al. [127] 2018 Improving language

understanding based on
GPT

OpenAI
GPT

Transformer

Sudmann [128] 2019 OpenAI’s media attention OpenAI Social science
Jeerige et al. [129] 2019 OpenAI for intelligent game

playing
Game Game

Peters et al. [130] 2019 Dynamic action selection for
spiking neural networks

OpenAI Spiking neural
networks

Merritt [131] 2020 Functional deep
learning/Dotty

ONNX-Scala Algorithm
design

Lee et al. [132] 2020 Patent claim generation by
fine-tuning OpenAI GPT-2

GPT-2 Patent claims

Cai et al. [133] 2021 Multi robot deep
reinforcement learning for
robot

MRDRL-ROS Algorithm
design

Moy et al. [134] 2021 OpenAI-OpenDSS for
distribution-level microgrids

OpenAI Electric grid

Pearce et al. [135] 2021 OpenAI Codex for security
bugs

OpenAI Codex Code security

(Continued)
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Table 7 (continued)

Name Year Methods description Comparative Application

Thiergart et al. [136] 2021 Drafting responses of GPT GPT-3 Software
engineering

Jayasri et al. [137] 2021 Attributes and effects of
GPT-3

GPT-3 Social
influence

Moroz et al. [138] 2022 OpenAI’s Codex-based
neural network
programming

OpenAI Software
development

Houde et al. [139] 2022 Perspectives of controllable
code generation

OpenAI Software
engineering

Cotton [140] 2022 Open AI network for
microprediction

OpenAI Engineering

Aydin et al. [141] 2022 ChatGPT generated
literature review for digital
twin

ChatGPT Digital twin in
healthcare

Ryu et al. [142] 2022 Analysis and mitigation of
dataset artifacts

GPT-3 Adversarial
datasets

Haleem et al. [143] 2023 Performance analysis of
ChatGPT

ChatGPT Perspective
analysis

Sobania et al. [144] 2023 Automatic bug fixing
performance

ChatGPT Programming

Uludag et al. [145] 2023 AI-supported Chatbot in
Psychology

OpenAI Psychology

Frieder et al. [146] 2023 Mathematical evaluation of
ChatGPT

ChatGPT Mathematics

Wang et al. [147] 2023 Performance evaluation ChatGPT System
development

Khalil et al. [148] 2023 ChatGPT for plagiarism
detection

ChatGPT Plagiarism
detection

Du et al. [149] 2023 ChatGPT for intelligent
vehicles

ChatGPT Intelligent
vehicles

Shen et al. [150] 2023 Solving AI tasks with
ChatGPT and HuggingGPT

HuggingGPT,
ChatGPT

AI application

Zhou et al. [151] 2023 Comprehensive survey for
GPT

ChatGPT Literature
survey

In contrast to previous GPT-based methods, Radford et al. [127] used task-aware input trans-
formations during fine-tuning to accomplish effective transfer with minimal model architectural
modifications. The experiments’ accuracy improves by 8.9% on the Stories Cloze Test, 5.9% on the
RACE test, and 1.5% on the measure of textual entailment (MultiNLI). Jeerige et al. [129] proposed
deep reinforcement learning methodologies for constructing intelligent agents by replicating and
analyzing prior research. The agent uses deep reinforcement learning to achieve high scores in the
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Atari 2600 game Breakout. DeepMind’s Asynchronous Advantage actor-critic and Deep Q-Learning
are used to train intelligent agents that can communicate with their environment with minimal domain
expertise and autonomous feature engineering. ONNX (Open Neural Network eXchange) [131]
is an interoperable standard for machine learning frameworks and tools. ONNX-Scala introduces
complete ONNX support to the Scala ecosystem, enabling the use of the most advanced deep learning
models and numerical computing techniques. ONNX provides two APIs: a black-box API for off-the-
shelf models and performance-critical scenarios and a fine-grained API for customized models and
internal parameter streaming, both supported by the optimized native CPU/GPU backend ONNX
Runtime, with a forthcoming Scala.js backend and NumPy-like API for easy interoperability with
other JVM-based products via the ndarray type class. Lee et al. [132] conducted an optimization
study of an OpenAI GPT-2 pre-trained model for patent claims. While pre-trained language models
have shown success in generating coherent text, patent claim language is challenging to study due
to its infrequency. Their study aims to automatically produce logical patent claims and utilized the
unique structure and human annotations of patent claims in the fine-tuning process, analyzing the
first 100 steps and resulting text to evaluate the approach. Cai et al. [133] proposed a modular
software engineering approach for developing robotics with deep reinforcement learning (DRL) that
overcomes the difficulties of complex and time-consuming design and limited application. Their
approach decouples task, simulator, and hierarchical robot modules from the learning environment,
which enables the generation of diverse environments from pre-existing modules. Experimental results
demonstrate that the proposed platform enables composable environment design, high module reuse,
and effective robot DRL. Moy et al. [134] created a Python framework employing open-source
electric grid software (OpenDSS) and deep learning (Open AI) to investigate reinforcement learning
applications on distribution grid networks. A reinforcement learning agent was taught to optimally
operate capacitor banks in a 13-bus, grid-connected microgrid system in order to maintain system
voltage under fluctuating loads. The agent is then evaluated in comparison to optimal control, an
OpenDSS-integrated capacitor controller, and a neural network trained under supervision.

Pearce et al. [135] looked into how large language models (LLMs) can be used to fix zero-shot
vulnerabilities in code like OpenAI’s Codex and AI21’s Jurassic J-1. Also examined were LLM prompt
design problems. The many ways natural languages might phrase crucial information semantically
and syntactically make this tough. A large-scale examination of five commercially available, black-
box, “off-the-shelf” LLMs, an open-source model, and a locally-trained model on synthetic, hand-
crafted, and real-world security bug scenarios is conducted. The LLMs could fix 100% of our
synthetically created and handcrafted cases, but a qualitative examination of the model’s effectiveness
over a collection of historical actual examples shows limitations in generating functionally correct
code. In the study of GPT-3, Thiergart et al. [136] rationalized email communication. Engineers
have found it challenging to enable computers to comprehend and produce genuine language. The
OpenAI GPT-3 language model and other NLP developments have made both conceivable. The
software engineering and data science literature demonstrated the technological potential of email
interpretation and response. Technically and commercially, GPT-3 streamlined email communication.
The concerns raised by Jayasri et al. [137] can be utilized to identify the type of solution determinant or
its characteristics. These concerns can be resolved but cannot be altered. They expanded the scope of
the examination to include three moral, mathematical, and semantic assessments, and demonstrated
that GPT-3 is not designed to pass them. The industrialization of cost-effective, high-quality semantic
artifact production was met with a number of formidable obstacles, which were also discussed.
Moroz et al. [138] examined OpenAI’s neural network programmer’s assistant Copilot, which is based
on Codex. Analyzing versions of the Codex language model and related systems. Also evaluated
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are correct command formulation, copyright, safety issues, inefficient code, ethical guidelines, and
restrictions. Also recommended were Copilot’s development, progression, and feature enhancements.

Large language models (LLM), such as OpenAI Codex, are being used more frequently in software
engineering to write and translate code. A human-centered study found that software developers try to
control the properties of generated code in order to get the best results for their code base and the needs
of their applications. According to Houde et al.’s analysis of user requirements for programmable code
production, human-written code works better than beam-search code derived from a broad language
model [139]. The transformer architecture and training objectives is shown in Fig. 16.

Figure 16: The transformer architecture and training objectives [127]

Aydn et al. [141] conducted a literature review on the development of OpenAI ChatGPT using
ChatGPT. Health implications for the Digital Twin were discussed. ChatGPT provided a summary
of Google Scholar search results for “Digital twin in healthcare” for 2020–2022. First attempt to
demonstrate how AI will accelerate the collection and expression of knowledge. Academics will have
more time for research, as publishing will be simplified. Ryu et al. [142] used OpenAI’s Models-as-a-
Service (MaaS) offering of GPT-3, which has one of the highest number of parameters, to investigate
and mitigate dataset anomalies via the most recent public beta release. The study expands upon
previous research demonstrating that cutting-edge NLP models are susceptible to false correlations in
training datasets. The massive scope and task-independent pre-training of the GPT-3 made it possible
for the authors to evaluate few-shot capabilities and refine natural language inference (NLI) tasks.
The study proposes integrating adversarial datasets to reduce dataset artifacts in GPT-3 with minimal
performance impact. Haleem et al. [143] conducted research on ChatGPT’s capabilities, issues, and
current responsibilities. The neural language models created by Character AI were created specifically
for debates. The application uses deep learning to analyze and produce text. The model “understands”
natural language with the use of electronic communications. According to Sobania et al. [144],
ChatGPT performs much better at repairing bugs than standard program repair techniques while
still being on par with the deep learning algorithms CoCoNut and Codex. ChatGPT is a dialogue
system that allows users to add more details, like the expected result for a particular input or a noticed
error message. With these tips, ChatGPT can solve 31 of 40 problems and outperform the state-of-
the-art. Uludag et al. [145] talked about and showed how AI chatbots could be used in the field of
psychology. They discovered eight related studies by searching for “ChatGPT.” Frieder et al. [146]
evaluated ChatGPT by comparing its performance to that of Minerva and other mathematical corpus
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models using hand-crafted and publicly available datasets. Examining the value of ChatGPT for
professional mathematicians (question responding, theorem searching) by simulating real-world use
cases. Experiments demonstrate that ChatGPT comprehends inquiries but cannot respond to them.
They ultimately realized that imitating the average classmate is more effective for passing university
exams! Du et al. [149] examined ChatGPT from the perspective of IEEE TIV, highlighting its issues
and their potential impact on the field of intelligent vehicles. They evaluated ChatGPT’s updating
capabilities using basic and complex queries. Initial testing revealed that ChatGPT’s data can be
instantaneously updated and corrected, but it can take a while for the changes to be reflected in
its responses, meaning it may not always have the most up-to-date subject knowledge. In addition,
they highlighted the challenges and potential applications of ChatGPT in intelligent transportation
systems, interpersonal behavior, and autonomous driving. Pretrained foundation models, including
BERT, GPT-3, MAE, DALLE-E, and ChatGPT, which are trained on vast amounts of data to
offer realistic parameter initialization for a variety of downstream applications, were thoroughly
surveyed by Zhou et al. [151]. In the use of large models, the concept of pretraining behind PFMs
is crucial. They also reviewed the prospects and challenges facing PFMs in text, image, graph, and
other data paradigms in the present and future. Xiao et al. [152] have introduced an innovative
tri-agent creation pipeline based on ChatGPT. Within this framework, the generator exhibits its
prowess by generating an initial output, while the user-specific instructor undertakes the crucial role
of producing meticulous editing instructions. These instructions serve as a guiding force for the editor,
who subsequently generates an output that intricately aligns with the discerning preferences of the user.
A key enhancement incorporated into the pipeline is the utilization of editor-guided reinforcement
learning. This strategic approach facilitates the optimization of lesson generation specifically for the
instructor, fostering iterative improvements in the overall performance of the system. By seamlessly
integrating user-specific input, editing instructions, and reinforcement learning, the proposed tri-
agent creation pipeline embodies a cutting-edge paradigm, poised to significantly enhance the tailored
output generation process.

OpenAI and ChatGPT have large computing and storage requirements in engineering applica-
tions, and there may be performance constraints in resource-constrained environments, making it
challenging to meet the requirements of certain real-time application scenarios. Complex business pro-
cesses and interaction logic cannot be analyzed effectively at this time, and additional customization
and adjustment may be necessary to meet the requirements of actual applications.

9 Conclusions

OpenAI and ChatGPT exhibit remarkable versatility and are well-suited for various engineering
applications. Leveraging their capabilities can result in heightened productivity, cost reduction, and
improved customer service within organizations. This study undertakes a critical examination of the
applications of OpenAI and ChatGPT from multiple perspectives, encompassing text-to-image/video
applications, educational assistance, clinical diagnosis, machine learning, natural language processing,
and hybrid engineering applications. Through an extensive analysis of relevant literature, this paper
delivers a comprehensive and scholarly evaluation of the advancements, potentials, and limitations
of these state-of-the-art language models. The findings presented herein aim to inform and benefit
academic researchers, industry practitioners, and other interested stakeholders. The meticulous liter-
ature review in this paper contributes to the existing knowledge base and holds valuable insights for
engineering application practitioners, researchers, and those with a vested interest in the field.
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